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1. INTRODUCTION

This final report covers a five-year program conducted by SRI International (SRI) for the
Office of Naval Research. The focus of this program has changed over its five-year duration.
The original focus was on the theory of energy-assisted epitaxy, a continuation of the previous
contract. Our focus then shifted to the properties of ordered semiconductors grown by epitaxial
methods. Finally, in the last year of the program, our focus shifted toward the development of a
new material we had predicted, Inl.xTlxSb.

Because of the volume of material covered in this program, we have organized this final
report as a brief summary of the work, with the contract-supported published papers presented as
an appendix. Because much of the work on the last topic studied, InTISb, has not been
published, we include a section on this topic.

2. THEORY OF ENERGY-ASSISTED EPITAXY AND THE THEORY OF
ORDERED SEMICONDUCTOR ALLOYS

The primary goal of this portion of the program was to understand energy-assisted
epitaxial growth of semiconductors and to predict and study the properties of ordered
semiconductors that might result. Subtasks include the study of surface energetics including the
effects of surface charge transfer, the development of an epitaxial growth model including the
effects of energy assist; the prediction of the ordered alloys that may result from the
nonequilibrium growth; and the study of the properties, including stability, of ordered materials
grown by nonequilibrium methods. A very brief summary of this work and major conclusions
drawn from it are given here.

The development of a growth model requires a reliable estimate of the interaction energy
between constituent atoms with various local environments. Once these energies are known,
epitaxial growth can be modeled using appropriate statistics. We have used the calculated pair
interaction energies in a quasichemical approximation to study the qualitative nature of
semiconductor surfaces. The effect of energy assist has been modeled through the consequent
change in surface entropy.

In this program we have shown that charge transfer between surface cations and anions
substantially affects the surface atom interaction energies and consequently the nature of the
epitaxially grown surfaces. Relaxation of surface atoms is found to reduce the surface energies
by of the order of an electron volt. We have also developed models of the surfaces during atomic
layer epitaxy (ALE) and molecular beam epitaxy (MBE) growth, using the calculated pair
energies in a quasi-chemical approximation.



An observed difference in the growth of HgCdTe on the ( 11) A and B surfaces, which
cannot be explained using simple bond-breaking energy arguments, has been explained using a
growth model based on our surface binding energies. A varient of the generalized perturbation
method (GPM) was developed to obtain cluster energies in semiconductor alloys.

Under this program we have also developed a model of segregation at the free surfaces
and interfaces of semiconductor alloys. This model has been applied to a number of systems,
including HgCdTe and HgZnTe. We have also developed phase diagram models using our
quasichemical formalism and applied it to several systems.

Several properties, such as the elastic constants and cohesive energies of the semi-
conductors, are necessary input for the growth models we have developed. Thus some effort
under this program was expended on refining some tight-binding models of these properties to
provide more accurate and predictive models on which the growth models were based. We have
also used these models to study native point defects in the semiconductor alloys.

A linear combination of atomic orbitals (LCAO) Hamiltonian was developed to apply to
the growth problem in the semniconctor alloys. While no papers were published on this work
because our funding was depleted before the work could be completed, a preliminary paper* (see
Appendix) on this work was written and applied to the ordering in GaAIAs, which we find to be
driven by surface interactions.

The important conclusions we have drawn from our work are:

* Surface sublimation and binding energies needed in growth models are surface-
orientation dependent

"* Surface sublimation energies are not simply proportional to the number of first
neighbor bonds made to the surface

"* Charge transfer among surface atoms is a large component of surface sublimation
energies and will be most important in wide bandgap materials

"* Charge transfer among surface atoms can lead to ordering of the semiconductor
surface below some critical temperature, Tc

" A simple growth model incorporating our surface-dependent binding and sublimation
energies can explain the difference in the growth rate of HgCdTe on the (111 )A and
(111)B surfaces

"* A multilayer growth model was developed and applied to HgTe, CdTe, Si, and GaAs
to determine regimes in which layer-by-layer and three-dimensional growth occurs

"• Ordering in semiconductor alloys at the growth temperature is found to be metastable
in all systems studied

"• Surface segregation is surface-orientation-dependent

S. Krishnamurnhy and A. Sher, "Ordering in GaAIAs."
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" Long-range alloy compositional oscillation away from a surface can occur metastably
below some critial temperature, and its formation is driven by the same mechanisms
which drives surface segregation

" Vacancy formation energies in pseudobinary semiconductor alloys are very sensitive
to the alloy environment

" Ordering in GaALAs is driven by surface Coulomb interactions.

3. Inl.xTlxSb AS A LONG-WAVE INFRARED MATERIAL

We demonstrated, based on full-potential linearized muffin tin orbital (FP-LMTO) based
self-consistent solutions to the Schrodinger equation with the exchange term expressed in the
local density approximation (LDA), that TlSb in the zincblende structure has roughly the same
bond length (- 2% smaller) as that of InSb, that it is a semimetal, and that it has a large cohesive
energy comparable to that of InSb. We also demonstrated that TISb minimum energy is attained
in the CsCl structure. However, for x < 0.15, the zincblende structured alloy was predicted to be
stable for attainable growth temperatures. We also predicted that at about x =_ 0.09 the band gap
of the alloy would be - 0.1 eV, the value needed for long-wave infrared (LWIR) focal plane
arrays (FPA). Because for the same band gap, 0.1 eV, the average bond energy of InO.91T10.9Sb
is - 1.43 eV, compared to Hg0.78Cdo.22Te at - 0.88 eV, we suggested the InTlSb alloy may be a
more robust material for FPAs.

Several experimental groups are trying to grow the material, and one at Northwestern
claims to have done so.* There are aspects of the Northwestern work that are suspect, and while
we would like to believe they have prepared the material, we recommend judgment be withheld
until further tests are performed on their material.

4. COMMENTS ABOUT FPA SYSTEM ISSUES: WHAT ARE THE
SYSTEM MERITS OF Inl-xTIxSb

There has been a heated debate about the relative importance of individual pixel
detectivity (high quantum efficiency and low noise) and the spatial uniformity of this detectivity
over an array. Some types of nonuniformity are correctable in the output circuitry; others are
not. A theory says that if you are observing a high-background-temperature scene, then quantum
efficiency is less important to the noise equivalent contrast temperature (NEAT) (related to the
minimum resolvable temperature in a scene) than the spatial nonuniformity. However, for low-

Y.H. Choi, C. Besikci, R. Sudharsanan, and M. Razeghi, "Growth of InlxTlxSb, a new infrared material, by
low-pressure metalorganic chemical vapor deposition," Appl. Phys. Lett. 63, 361 (1993).
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background-temperature scenes, the reverse is true. The arguments center around the critical
scene temperature Tcs that separates these regions and the Lknds of nonuniformities it is practical
to correct. Some people contend that Tcs lies below 00C, so only Arctic and space observations
require high quantum efficiencies. Others place Tcs well above all typical earth backgrounds, so
a high quantum efficiency is always beneficial. From what we have seen from cameras made
from different materials, we believe the high-quantum-efficiency supporters are right; besides
that, it is logical.

One important source of incorrectable nonuniformity is a quantum efficiency that has a
sharp spectral dependence beyond its cut-on. Thus, a flat quantum efficiency is a distinct
advantage.

Being able to build the signal processing circuit on the same chip as the detector array is
also highly desirable. This is not possible at present for HgCdTe, so the FPA is In bump bonded
to a Si chip that contains the readout circuits. The thermal expansion mismatch between these
dissimilar materials limits the size of practical FPAs made this way. If larger arrays are needed,
they must be assembled in a mosaic pattern, which limits the picture quality and adds complexity
to the system. This is why there is so much effort these days devoted to growing HgCdTe on Si
substrates. The problem there is that the lattice constant difference is -19%, so dislocations are
plentiful, which again degrades device performance.

There are many other system issues, but this minimal set suffices to set the stage for the
major arguments surrounding the relative merits of LWIR alloy detectors like HgCdTe and
InTlSb, quantum well detectors, and strained layer superlattice detectors.

HgCdTe 256 x 256 pixel arrays have been built with NEAT S 6 mK. This is more than
adequate for many applications, but it is hard to do with high yield, so these arrays are expensive.
Some strategic applications require much larger arrays. The quantum efficiency of HgCdTe is
-70%, and spectrally flat, so corrections to spatial nonuniformity are reliable over a large
dynamic range. CdZnTe currently is the best substrate material. It is good, but not superb, since
the sizes that can be prepared are limited, it has moderate dislocation densities, and some
troublesome impurities tend to migrate into the active material. Some of these properties are
being fixed.

The quantum well and strained layer superlattice detectors are basically built on GaAs
substrates. Thus, the signal processing can be done on the chip that holds the array. However,
both materials have low quantum efficiencies (< 10%), and they have sharp spectral variations.
The supporters of these devices contend that because they are constructed from I1-V rather than
II-VI material, their relative robustness will lead to good spatial uniformity (limiting the need for
corrections), few dislocations, and generally high-quality material. Reasonable performance has
been demonstrated on 64 x 64 arrays, which is quite good for a newly evolved technology.
However, they were not as good as current similar HgCdTe arrays. Thus, quantum well and
superlattice supporters invoke expectations based on intuition and how well devices have worked
in view of the immaturity of the technology. They are saying, "bet on what you don't know
about, rather than spend your effort to fix the troubles you have encountered in HgCdTe." They
have a firm, legitimate claim to better substrates compatible with readout circuits.

4



MWIR InSb detectors arrays are slightly better than MWIR Hg0.7Cdo.3Te detectors, but
the two are close competitors. LWIR HgO. Cdo.3Te is a much more difficult material, for a wide
variety of reasons, but much of the trouble can be traced back to the fact that the material is
70% HgTe (bond strength 0.81 eV/bond) and 30% CdTe (1.1 eV/bond).

InO.91T10.9Sb should have optical and electronic properties similar to those of
HgO.78CdO.22Te, but it is 91% InSb (1.43 eV/bond) and only 9% TISb (1.34 eV/bond). The
constituents' bond length difference in InTlSb is not as small as that for HgCdTe, but it is only
-2%--still a near-lattice-matched alloy. The most important feature is that the average bond
strength is much larger, which will cause native-point defect populations and other imperfection
densities to be much smaller and less troublesome.

The hope for a fast utilization of Ino.9 1Tl0o09Sb, once it is grown, is that it will be
essentially InSb-like in its defect properties. If this is the case, then it will be possible with only
slight modifications to substitute InTISb epitaxial layers on InSb substrates into an InSb FPA
production line, use essentially the same readout circuitry, and end up with an LWIR response
rather than MWIR. If the LWIR characteristics are as good as we project, then a superior
(cheaper) system is the result. We will have to wait to see.
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phase diagrams and microscopic structures of (Hg,Cd)Te, (Hg,Zn)Te,
and (Cd,Zn)Te alloys

R.S. Patrick and A.-B. Chen
.Auburn U•L-erS1.1, 4uburn. -41ubum, 36849

A. Sher and M.A. Berding
SRI Internitional. Menlo Park. Clhfor'nia 94025

(Recei.ed 3 November 1987; accepted I March 1988)

A cluster theory based on the quasichemical approximation has been applied to study the local
correlation, bond-length distribution, and phase diagrams of the II-VI pseudobinarv alloys
Hg, _. CdTe, Hg, - ,Zn,Te, and Cd, - ,Zn,Te. The cluster energy is calculated by letting it
relax in some effective alloy medium and then considering the contributions from the strain and
chemical energies. Two different models are presented to simulate the alloy medium. While both
models show that all three alloys ha%,e nearly random distributions, the signs of the local
correlation prove to be sensitive to the alloy medium chosen for the energy calculation. Good
agreement is found between experimen and the bond lengths and phase diagrams in both models.

I. INTRODUCTION In Eq. (3). NA,,B are the number ofA (B) atomsin theallov

rhis paper is a summary of our theoretical investigations" with N = .A - A'B, x' is the a priori fraction of clusters of

into the statistical properties of Hg, - .Cd, Te. thej type (random distribution), and V is the total number

Hg ., Zn, Te. and Cd _, Zn, Te alloys. A pnmary objective ofclusters in the alloy (e.g." 3 = - MA ). Using Eqs. (2) and

of these studies is to correlate microscopic quantities such as (3), Eq. ( 1) can be rewritten as

bond lengths and atomic distributions to macroscopic quan-
tities such as internal strain energy, phase diagrams, and AF= M I5 c.x, + kT" xl(in x/xI)

mechanical properties of the alloy (e.g.. bulk modulus).
The theory is based on a generalized quasichemical ap- + NkT[x In x I( - x)ln( I - x) ] . (4)

proximation (GQCA),' where the usuai pair interaction is
replaced by a microcluster unit of arbitrary size. This entails where x, = VI//M is the fraction of clusters with energy e.

the calculation of cluster energies in some effective medium The equilibrium values of the probabilities {x } are ob-

along with a statistical formulation. Once the cluster ener- taned by minimizing oFwith respect tox n while obeying the

gies are available, the cluster populations can be computed, following constraints on the alloy composition

which in turn yields the mixing free energy and other quanti- 7 X, . (5)

ties mentioned above.
The next section will present a summary of the statistical

theory. (Full details are provided in Ref. I.) Section III de- Y' n, ( B)x 1 = nx.

scribes the calculation of cluster energies along with a dis-
cussion of effective alloy media in which the clusters are where n is the number of alloying atoms (A and B) per

placed. Section IV will present results of some quantities cluster. The result ofa variational calculation (equivalent to

calculated with the theory. Section V contains conclusions a steepest descent argument given in Ref. I ) of AFin Eq. (4)

and discussions. with respect to .r subject to the constraints of Eq. (5) leads

II. GOCA STATISTICAL THEORY to the followingjth order equa.ion for an effective activity
coefficient ('7)

For a zinc-blende alloy of the form A, _ ,B,C at a given

temperature T, the mixing free energy AF in the GQCA is nx = e e-'/krg,/q, (6)
given as

where q is the single-cluster grand partition function.
AF=AE-- TAS= MVe -TAS, (1)

q= r7g, e- (7)

where .Mtf is the number of clusters in the alloy with excess

cluster energy ec and S is the configurational entropy, andg, is the number of ways of arranging the alloying atoms

AS = k Ing. (2) in a cluster with energy e,

where g is given as g, = n'f.(n -j)!. (8)

NV [1 1 ( ]")'4 Once 17 is found, the cluster population probabilities are ob-
g= N,,',,. - (3) tained via the equation

[f1w'! x, = g 1rr e-'k 1q, (9)

Ud41 , V;%r 1,ei Trehn^l A r Wat .iII/AtinIQRR 14 n id.1fn1 /Rifln4?;71.-n7 I 1. 0 A 1QPAAr frirv Vle|imm S•ocie@tv 2643
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which should be compared with the random distribution 3

xi,'=g,x'( ),-x)' (10) 8d -

A variational calculation with respect to alloy volume ts not 3
performed because it has been shown experimentally" that -8d-
the corresponding change in alloy volume with concentra-
tion follows Vegard's law. Calculations done' show that the where d is the average alloy bond length. ad, -d is the
deviation of average bond lengths from the simple weighted change of the scalar product of two bond vectors due to dis-
average is <0.01 A, for all III-V and II-VI alloys studied. chneotesalrpdutftwbndvtrsueo i-

tortion, and a and /3 are the two-body radial and three-bod\
The free energy can now be calculated from Eq. (4), once angular force constants, respectively.
the cluster energies (c, } are known. The excess energies due to the change in chemical en, i.

ronment in an alloy are treated using Harrison's mode!.':
where it is known as the metallicity. For a pair of AC and BC

Ill. CLUSTER ENERGIES AND BULK MODULUS bonds, this chemical energy is

The alloy interactions in a real pseudobinary cannot be c,,_ (A.B) = Ae, (A) + Ac,,, (B) , (12)
accurately described by the simple fixed-value pair energies where
often assumed in statistical models. This is particularly true
for an alloy with sizable bond-length difference (e.g.,
Hg, . ZnTe), wherethestrainenergy dominates themix- ( (as HibA)_ 2 I(a, H bb,)
ing enthalpy. "Io write the AE as a sum of cluster energies AE,. (A) -2( c, ( C. (B) , (A)
{e, } in the GQCA, each effective e, must include all the
interactions inside the cluster plus one-halfofall the interac- (13
tions across the cluster. This can be achieved by embedding a
cluster in an effective alloy medium.' The smallest cluster to and a similar expression for Ac, (B). In Eq. (13). A and B

use is a four-bond cluster centered at the alloying A and B represent AC and BC bonds, respectively, and c, and c, arc

atoms. This choice of cluster, however, does not yield infor- the energies of the bonding and antibonding states denoted
mation about the local correlation. The next smallest reason- by lb ) and a). respectively.

able cluster that considers local correlation is the 16-bond To obtain the cluster energies, we are required to sol' e the

cluster with a central C atom and four alloying atoms bound problem of finding the equilibrium configurations of the

to the environment by 12 second-neighbor C atoms (Fig. I ) atoms in the 16-bond cluster embedded in an infinite allo\

Note that this 16-bond cluster differs from the five-atom, medium with correct bond lengths and elastic constants '
four-bond cluster used by other workers.'- The 16-bond While we have yet to carry out the numerical problem to it,

cluster choice means that the counting scheme for the con- desired accuracy, we have investigated two different ap-

figurational entropy given by Eq. (3) is exact, since no two proximations which simulate the alloy environment. For the

clusters share the same alloying atoms. Approximations in first medium, hereafter referred to as the discrete modci. the

the theory occur in the cluster energy calculation, where the cluster is placed in a medium in which all atoms on the third

cluster-cluster interactions are treated as a mean-field theo- shell and beyond are fixed at their virtual-crystal approxima-

ry. tion (VCA) positions. It was shown in Ref. II that the trun-

For the cluster energy calculation, {c, }, we place the 16- cation of the relaxation medium overestimates the actual

bond cluster in an alloy environment and then allow the strain. To counteract this overestimation, the bond-angle

cluster to relax. The resulting strain energy associated with terms in the VFF across the cluster are discarded, ', hilc

bond length lattice mismatches is treated with the valence those within the cluster are retained. This same procedure

force field.. (VFF) as in Ref. II and other cluster model was done for the case ofimpurities in alloys with good result-,

calculations. The strain energy in the VFF is expressed as for the bond lengths and mixing enthalpie-..' t The second
medium, or elastic continuum model, replaces the atoms
outside the second shell by an elastic vredium. We further
assume that all atoms in the elastic medium (i.e.. second-
shell atoms and beyond the second-shell radius R) only ha'. e
radial displacements which are inversely proportional to the
square of the radius. The strain energy for the elastic contir.-/O(. •uum is now given as"

FiG. I The basic microcluster
/ .'\ ~ ' , " unit used for A, ,BC zinc- 

4
's,,, =RCu . (14,

/ blenrde compounds. It includes a where u is the displacement at R and C is an effective sheai
SA acentralCatom four neighboming

Icd A and B alloying atoms in the stiffness coefficient given by C= 1.67, (C,, - C, + 3C,)
\. Shell Shell first shell, and 12 second neigh- Table I lists the values of the bond lengths d, the force con

bors to the central atom in the stants a and fl, and the coefficients C for the three Il-VI
second shell (shared with other systems studied.
clusters). In the calculation of a particular cluster energy, the sum ,"

the chemical energies within the cluster plus the strain ener
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2645 Patrick et al.: Phase diagrams and microscopic structures of alloys 2645

T ,i i I The bind length, d. torce ýonitant. ,z and 3. and e'fectise shear The long-range Coulomb interactions- %%ere also estimat-
.:oefficicnt, C Ifr the three ll-', I comr.und,,s For detailcd desrapiion of ed and found to be sery small compared to the strain and
these sajues. see Ret II

chemical energies. Energy corrections that !.)ccur due to

ZnTe CJ, HgTe shift,, in d-lesel energies sia first-neighbor p-d interactions
with antibonding states were alno estimated and found to be

di A) 2 ýo '-s99 small ( < 0 1 kcal. moll In this p-d interaction. it is sur-
at N,mn 2', 45 2A o" 20-) mised that the shifts due to the cation d levels counterbal-
13( N,'mt 4. ti 2 -2 2 5 ance the shifts due to the anion occupied p orbitals. leasing
Ct • 10" ertz, cn', t )2 4 38 4 40 4 the a,.erage energ. relatively intact.

For the calculation of the bulk modulus' B. one calculates

the change of the average energy response of the clusters in a
compressed medium (vsith external pressure 5P)

gies of til :luster and the medium is varied with respect to 6E = .Ai (,5,- . (10)
the posit is of the cluster atoms until a minimum value ctt
is reacht The cluster energy c, for the A(4 - n)B(n)C which i turn yields the bulk modulus from the relationship
cluster becomes the sum of er., plus one-half the averaged 6E = (OP) V/(2 B) M '
chemical energies of this cluster with the cluster medium: where V is the volume of the alloy. Results' shovs the bulk

4, = 4,,, -,- 9/21n( 1 - x) + (4 - n)x 14~h-,. (A.B) - mcdulus of the pseudobinary alloy as a function ofconcen-
(15) tration bows only slightly from a straight-line average (B).

B = B [I - 3x(l - x)(,%B/B)2 ] ( 18
0.610

¢iq
1

.-z Zn , iD • er•. t ., [

0.000

n I

9.20

S3

"2. tO0S

-0.0O10:

" 0.0 0.5 1.0(a) X -0.01S 0O 0.5 i.0

Mql-ZnX1"O MZaSt•€ contvtuý) 0.00S

a U
0.30 -0.000

0.10 .

0.° or01.0 0."---' .0 -0.o1 .o o'.s" 1.0
(b) I (b) 2

FiG. 2 Hg(4 -j)Zni jTe cluster energies per lb-bond microcluster as a Fit, 3 Hg(4 -j)Cd( j)Te cluster energies per tb-bond microcliuter as a
function of ZnTe concentration for clusters with differing numbers of Zn function of CdTe concentration for clusters with differing numbers of Cd
atoms (a) discrete model and I b) elastic continuum model atoms. (a) discrete model and (b) elastic continuum model
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where the fractional change in zhe bulk modulus is < I % for values across the alloy concentration, the cluster energies are
all cases. more or less svmmetnc about .x = 0.5 for both models

Figures 4(a) and 4(b) show Hg, -, Zn, Te de% tation from

IV. RESULTS randomness A.1, -, - xo for both alloy models at 1000 K
Similar results were obtained for Cd, _ Zn.Te. Note that

Figures 2(a) and 2(b) show the clitster energies per mi- while both discrete and elastic continuum models predict
crocluster of Hg, -, Zn, Te for microclusters with differing very small deviations from a random alloy, the tendency of a
numbers of Zn atoms. Figure 2(a) uses the discrete model particular cluster to be greater or less than a random distri-
while Fig. 2(b) uses the elastic continuum model for the bution differs for each model. Although the signs of Lx, for
alloy medium. Note that while the energies for the discrete Cd, - ,ZnTe in the elastic continuum model agree witth
model are almost symmetric, those from the elastic contin- those obtained from a measurement of the chemical shifts. 14

uum model are rather asymmetrc about the stoichiometric the magnitudes of the experimental Ax, appear to be much
composition x = 0.5. This is due to the fact that the averaged larger than the calculated values. On the other hand. the
a value varies slowly while the averaged C value changes discrete model predicts a small reverse trend. If the expert-
considerably from HgTe to ZnTe (see Table I). Comparison ments are correct, then there is some major interaction miss-
of the cluster energies between the two models for ing from all models published to date. The cluster popula-
Cd, -. Zn, Te is similar to that for Hg, - , Zn•,Te. The re- tions for Hg, _-,CdTe (discrete model) are given in Fig b
suits for Hg, - ,CdTe, however, are different' 3 [Figs. 3(a)
and 3 (b) I from the other two alloys in that the strain energy
is not dominant. Since there is very little variation of the ,#

2.85

0 . 0 % q C4 1- a nS lo ( D0 sere te ) 1000

11q9s Tl. (01.Tr.t.e 1000 x

0 .03 .

0.02 2.75

0.01
2.70

-OO 2.65S
-0.00

0 2.60 0.0

(a) I

(a) •2.35
003 -d _,zn..t~t~ 4161t1itc eont&n.ý,D '000 Kt

0.01 n Csw-01000 x

02 2.80

0.0O
2.7s

'C 2.70

-0.022.65

S~3
2.60 0.5 .0

"- 0).0 (b)
Wb I

FiG. 5. Cd, - .Z-i. Te alloy average CdTe and ZnTe bond lengths as a fun,:

FIG. 4. Deviations of the Hg(4 -j)Zn(j)Te cluster population from those tion of ZnTe concentration. The solid labeled curves are the average value,
of a random alloy as a function of ZnTe concentration for clusters with the dashed curves are the extent of the rms variations, and the heav) sol I
diffenng numbers of Zn atoms: (a) discrete model and (b) elastic contin- line is the average bond length corresponding to Vegard's rule: (a) dtis, re,'
uum model. miodel and (b) elastic continuum model. Experimental data from Ref 15
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2.501ý s

2.40 2. 40

2.35 2.35

2.30 2.300.0 O.S 1.0 0.0 .10(a) (d

2.65 2.65

GSrn.As (Discrete) 1000 KGoI I. (lsi txuw 109

2.60 ---- 2.60

2.505.S

2.50S 2.50

M2.45 . . 2.45 1 .SI1.

2.65 2.65
Uzse 1ZT.(Discrete) .... M~SG To. (Elastic C~itxftU,,1o

2.60 ZT

2.55 2.55

2.50 2.50

2.115 -2.45

1000 K

2.40 6. 0 1.0 2.40 l)

FiG 6 A, B. C alloy average contstituent bond lengths as a function of B concentration. The solid labeled curses are the average values, the dashed cur% es
are the extent of the rms variations, and the heavy solid line is the average bond'-;: '. corri~ponding to Vegard's rule (a) GaAs, .P_. disc.rete model. data
rrom Ref. 10. (b) GaAs, .P,. elastic conttnuum model, data from Ref. 16:1 ctin, a,saAs. discrete model, data from Ref. 5. (d) In,GaAselti
continuum model. data from Ref 5. (clZn, ,Se,Te. discrete model. data from Ref. 6; and (f) Zn, c,SeTe. elastic continuum model, data from Rel' ts
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of Ref. 13. [Please note a correction in Figs. 5 and 6 of Ref. 1600.
13 in that the cluster labels n, (Cd) = 4 and n, (Cd) = 0 in . ? ( i*r*t*

both figures are reversed. While there is still a small devi- I5O0.

ation from randomness, the overall trend of the cluster popu- 111o.
lations is different than the discrete results presented here for - ..
Hg, ,Zn,Te and the experimental results of Ref. 14. Since 0

46 1300.the magnitudes of the calculated cluster populations are very Z
small and the experimental results for Hg, -, Cd, Te are not 1200.
as simple as for Hg, _,Zn,Te. we have not attempted to
make a comparison. 1100.

The Cd - . ZnTe bimodal bond-length distributions at
1000 K along with the rms deviations and average values are 1ooo.
shown in Figs. 5(a) and 5(b) for both alloy models. Com-
parison of the two shows that the elastic continuum model is 900. 0.0 0.2 a. 0.6 0.o i.0
closer to the experimental values`5 than the discrete model. X
Similar bimodal results were obtained for Hg, - .ZnTe, FIG 8 Hg, ,Zn,Tephasediagram (discretemodel).Valuesfortheliquid

but different results for Hg, - ,CdTe. in which the shorter interaction parameter, melting temperature, and heats of fusion are
HgTe bond gets shorter and the larger CdTe bond gets long- 11 = - 3.0 okcal/mol. Tr.., = 943 K, TZT1 = 1560 K..1H ;.T, = 8 7 2

er in the alloy. The average bond lengths for some 111-V kcal/mol. and H = 15.600 kcal/mol Expenmental data. A Ref. IQ,
alloy and II-VI alloys for which experimental data are avail- 0 Ref. 20
able"""'iE are shown in Figs. 6(a)-6(f). The only conclu-
sion that we can draw from these comparisons is that both
models gave a semiquantitative prediction of the bond
lengths. The data cannot be used to disqualify either model. V. SUMMARY AND DISCUSSION

The phase diagrams for the three II-VI alloys using the A generalized quasichemical approximation has been de-
discrete model are shown in Figs. 7-9. The solid free energies ,eloped to treat the local correlation and free energies for
were calculated from the GQCA while for the liquid free semiconductor alloys. The two approximate alloy models
energies we have adopted a simple regular solution with a considered produce sermiquantitative results for bond
single adjustable mixing enthalpy parameter [e.g., lengths, mixing energies, and phase diagrams. While both
AE= fLx( I - x) ].Thesolidus/liquidus lines were then ob- models predict small deviation from randomness for all
tained by using the common tangent method' along with three II-VI alloys studied here, the population is sensitive to
Vieland's formula but with no further adjustable param- the model choice. However, the procedure has not been car-
eters.'" The parameters used for each phasediagram calcula- ried out for the infinite medium. Future work will incorpo-
tion are given in the figure captions. In the Cd, -, Zn .Te and rate more exact models for the alloy medium. In addition.
Hg, -, Zn,Te cases, the discrete model gave slightly better better liquid free energy models should be used for the phase
agreement with experimental data "-2' than the elastic con- diagram calculation. However, more systematic, detailed,
tinuum model. For Hg, -, Cd, Te. where the strain energy is and accurate experimental measurements on these quanti-
small, the two models give the same curves, ties are needed to provide checks on the theory. Further-

19100. 1600.
M91-2 CdsT* (Discrete) Ci Iii (Discrete)

1300. 1550.

;- I200. 1500.
Z Z

1100. 19150.

1000. 1100.

900. 1 3S0 1.00' '

0.0 0.2 0.4 0.6 0.6 1.0 0.2 0.9 0.6 0.6 i.O
I X

FIG. 7. Hg, - Cd, Te phase diagram (discrete model). Values for the liquid FIG. 9- Cd, - Zn, Te phase diagram (discrete model). Values for the liquid

interaction parameter, melting temperature, and heats of fusion are interaction parameter, melting temperature. and heats of fusion arc
II= - I.0Okcal/mol, T'•, = 943K. T'ý, = 1365K./AH ,T, =-8.727 f = +0.160 kcal/mol. T24T. = 1365 K. T•T, = 1560 K. AHZ.,,

kcal/mol. and A1HM
dT, = 12.012 kcal/mol. Experimental data from = 12.012 kcal/mol. and AH;',v = 15.600 kcal/mol. Experimental dait

Ref. 18. from Ref. 21.
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more. the theoretical results (particularly the atomic distri- 'J3 C Mikelcsen. Jr andI B Boyce. Ph)s Re, B 28. -130 ,19983
buttons and the bond lengths) should be used to study more 'J B Boyce andiJ C Mfikkelsen. Jr. in iProxeedingsof tie Ith Iwenaie-ionu:.

proertes e~.,surface ordering and segregation. phonon Confereneiiv on Ternjrv and .Wuiinary Compoounds (Matenrils Rcscircni
prperaidep. leves rng.. ularmgeirsnne Socictý. Pittsburgh. l98til. p. 353

specra.deeplevls.tranpor. nclea manetc reonace. M T Czszk. 'si Podgorn). A Balzarotti. P Lelirdi. N~ Motut-. Kisiet
etc.. to have a broader check and application of the theory. and !v Zemrnal.Slarnaw~ska. Z Ph~s B 62. 153 t 198i,.

*A A MIbase. L G Ferreira. and A Zunger. Ph'.s Re\ Lett 58
I 1987).
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CORRELATIONS AND ALLOY PROPERTIES:
GROWTH, VACANCIES, SURFACE SEGREGATION *
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and
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The properties of aliao, semiconductors are influenced by the state of order of the materials. Some properties. such as the liquidus
and solidus curves, are relatise insensitive but others are strongly affected We first demonstrate which asp•cts of bonding interaction
mechanisms impact the correlation state. We then deduce the effect of the correlation state on liquidus and solidus curves, on surface
segregation. and on vacancy densities. Surface segregation is a concentration variation of the alloy constituents away from surfaces.
and is dnven by Schottky vacancy-free energy differences between the constituents in thc bulk and on a surface The segregation

profile for alloys equilibrated above a critical spinodal transition temperature exhibits a monatomic variation decaying oer a few
atomic layers from the surface to the bulk value. However. long-range concentration oscillations are predicted below the critical
temperature. These oscillations may account for the long-range order observed in some MIBE- and MOCVD-grov.n alloy.s teg..
lnPSb). The total free energy of this new ordered phase lies between that of a homogeneous but highly correlated alloy and that of a
spinodally decomposed allo. The phase. if it exists, would be locked into its metastable state by the presence of the surface.
Pc-:nd:a'-n oon&1it's -a: th! interface hce.veen the epitaxial laver and the substrate would also affect the results

1. Introduction are then inserted into statistical mechanics expres-
sions for the populations of the various microclus-

Many groups have been studying the correla- ters. and the excess free energy is then calculated.
tion state of tetrahedrally coordinated pseudo-bi- While all the groups use grand canonical ensem-
nary semiconductor alloys [1-4] of the form bles for the microclusters, they differ in their
A _B,C. They all begin by decomposing the solid treatment of the entropy that appears in the free
into microclusters, usually five atoms consisting of energy. A number of alloy properties are calcu-
a central C atom and its four surrounding neigh- lated. e.g.. the alloy bond-length variation [1-8].
bors. The excess energy of the cluster relative to the mixing enthalpy [1-8]. the critical order-dis-
the concentrated weighted average of similar clus- ordered transition temperature and low-tempera-
ters of the AC and BC compounds is then calcu- ture phases [6], the cluster populations as a func-
lated in a variety of formalisms and, while there tion of temperature [1-8]. and liquidus and solil-
are similarities in the gross trends, the groups dus phase diagrams [9]. Despite the differences in
generate rather different detailed excess-energy- calculation methods, the bond-length variations
versus-concentration curves. These excess energies and mixing enthalpies predicted by the different

groups are nearly the same and agree reasonably
well with experiments [5,10]. There are larger dif-

This work was supported by AFOSR Contract F49620-88- ferences among the predictions of other proper-
K-0009. NASA Contrast NAS1-18226. ONR Contract
N00014-88-C-0096. and NASA Grants NAG-1-708 and ties: unfortunately, they are also less susceptible
NASI-18232. to direct experimental measurement.

0022-0248/89/$03.50 ©, Elsevier Science Publishers B.V.
(North-Holland Physics Publishing Division)
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28 .4 Sher et al , Correlainons and allu properties

In this paper we first identify the reasons for a g"ý the binomial coefficient, and J = 4. The chem-
lack of sensitivity to some details of the theory. Ical potential is set by insisting that the composi-
and which aspects of the theory must be correct to tion x is correct.
make accurate correlation-state predictions. We
then displa\ some solidus and liquidus curves anti 4 n11i.
examine the ,ensitivitv of distribution coefficients
to features of the theor,. Next, we present vacancy If we make a transformation to the reduced
energies for several alloys and draw tentative con- excess-energies representation.
clusions about their effects on diffusion, doping.
and ion beam processing. Finally, we present fea- = - (1 - n, )E.njj (4)
tures of the theory of surface segregation in semi- (called 2' b Sh I]). then
conductor alloys. (. er et a. th- becomes

ýi, = g. e' /q( { }1 ,) (5)

2. Correlations where

2.1. General theory P-' = A B -- -( k, ) - (6)

Note that we have 1,,= .= 0. so at least two
We and others [2-41 have demonstrated that members of the set { . vanish. More important.

there are always correlations in alloy semiconduc- only the reduced excess energies actually drive the
tors. Here we summarize our previous ,ork. locus- cluster populations. We shall see shortly that the
in- attention on those aspects that may help us to energies of the { ..1 } set are often five to ten times
identify what may be missing from the interac- smaller than those of the E•J} set. Most of the
tions dinving correlations and those features to strain contribution to the c, set subtracts out
which correlations are insensitive. We consider an and contributes little to the ., values.
average population .i of five-atom clusters includ- There is an additional effect. It can best be
ing sixteen bonds (most others treat four bonds appreciated when stated as a theorem. If (a) -, =

only). Five-atom clusters of the form A 4 _,,B,,C .-1, + n,8. and if (b) g, = (• ). then J = 4 and
can he shown to be distributed in grand canonical X() g "( 4 -
ensembles of the form A, = , -g)(

-¥/( {• P).(1) the populations x' of a random alloy. Thus. no
matter how large the constant 6 may be. as long

where the partition function is as the energies .. vary linearly with the number of
B atoms on the cluster n' and th,, counting degen-

q( je, eracv is not split, the alloy is random. In fact
q({, 1. -) --- ', e'""-,, (2) 8-0. since we have "A, = l, = 0. Strain energies

from bond-length differences between the con-
and g, is the degeneracy of cluster j = 0, stituents, chemical energies, and electron-electron
I__ J(4_< J < 24), n1 is the number of B atoms interactions all have some nonlinear variations
on cluster j. Ej is the excess energy of cluster j with n,. The degeneracy g' is split by coherent
relative to the average i = (I - x)c, + xcB (called strains or temperature gradients, anything that
A/ by Sher et al. [1]), c,, and A B are cluster establishes preferred directions for the locations of
energies of the pure AC and BC compounds, k is A and B atoms on a cluster. These splittings
the Boltzmann constant, and T is the absolute always establish a preference for one type of clus-
temperature. ter in a particular orientation (e.g., for a strain in

If the clusters do not have their normal count- the (111) direction, A3B with the B oriented along
ing degeneracies go = (4,) split, then we have g= the (111) axis), and therefore drive deviations of
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.4 Sher et al , Corretation.s and allok properies2

the {L,} set from {x") toward compound forma- stitutions from eqs. (15 and (7), the (I -)L n) In -
tion, and if the splittings are large enough, even x vx In x term is exactl\ canceled b% a portion
toward long-range order. The effect of the en- of the third term in the brackets. This occur,
ergies {} can dnve the {t i, } set toward either ph\sicall, because, in the 16-bond cluster, all the
compound formation or spinodal decomposition, bonds. associated with a given substituted atom_,
depending on the relative bond length and bond are in the cluster: in the 4-bond case. ho~exer.
energy. bonds from each substituted atom contribute to 4

The excess free energy of an A1 _, B,C alloy can different clusters. Several features of eqs. (11) and
then be written as (12) are noteworth,,. First. c and 4, are function.

of x but in lowest order are temperature indepen-
F=..E- TAS. (8) dent. For bond-length-nmusmatched alloys, the\

where the excess energy is vary with x roughl\. as c,,<x and c, t ( -

x)) so that we hae-3E = M -•,(9)

_1-E =- Al °x(1I - x ) + .- ¥1 . ,13•

with AM being the number of clusters. The excess
entropy. Is where the mixing enthalp\ parameter. Q?. is ap-

AS= k In _ N_ ! _M 
proximatel\

' N B! A l!• a + (14]
4 14

g ,, (1W, k (10) and nearly independent of x if c": - (0. as is often
the case. The second term in eq. (13) is usuall\
small comoared with the first and contains, all the

with M, = x M (see Sher et al. [1] for the justifica- tmature depedene H er , whe e
tio). he ota nuberof lusers Mis elaed temperature dependence. Ho\wever. w hen eqs. 015.

tion). The total number of clusters, N, is related (12). and (13) are inserted into eq. (8) to obtain
to the number of Bravais lattice sites N. 'in the 3..F. a term in TAS exactly cancels the second term
crystal by M = .Ni for a 16-bond cluster and

in eq. (13). Thus. it is impossible to determine theN= N for a 4-bond cluster. Eqs. (9) and (10) canbr iN for a e 16-bond cluster. 9 and 10)can temperature variation of .1E from a measurement
be rewritten for the 16-bond cluster as of -IF. The expression for IF becomes

and in general the excess entropy is - kT In q( A,}. p.,)]. (15)
S (The chemical potential pB is determined from eq.

AS = -kN 1 (1 -xl n(1 -x)+ x In x (3) and both AB and q are generally temperature
L dependent.

+M Io) In a much different formalism than ours [11
A' nand under more highly constrained conditions.

N Ferreira et al. [4] later reached some of the same
=- Y.j -N-- x + - ln q( {A,}. l)B conclusions presented in this section. The result
4T T 4 that the ({.i) set depends only on (A.1,). and that

(12) {a, <<A , because most of the strain contribu-
tions cancel in the (A,) set, is a direct conse-

Note in the first equality in eq. (12) that M/N is quence in our approach of the concentration con-
unity for a 4-bond cluster and 1/4 for a cluster servation constraint. eq. (3). No assumptions r,'-
with 16 bonds. In the 16-bond cluster, after sub- stricting A, to be x independent are made in our

20



30 A Shzer ei ad - Correlations and allot properties

o 0 C . C

Cd C

CD 0 0D 0 c t
CD a 0 S 8 0 00

o 9 9 0 0 00

I C-

j Ij n 3 J) U/ 8 IIx f

218



-1 She•r et! al _orrelait-,• u.nJ _i:- fp,.c

development, and in fact we find -A does have a approach as might haxe been expected The ewces.
slow variation with x in the examples presented in entropy AE should differ. Hose\er. the jariousý
the next section. gaOups also include chemical ener2ies,. and thoe

using stiff-exterior approximations often report
2.2N..umercal results larger negati\e chemical terms so mixing enthalp\

parameters agree with experiment. There is no
We ha\e calculated f, t, -1. I. )'B. ,-- .; A general theor\, in disordered allo~s of how to

-1 E( T). and -AF( T) for a number of allos, fig. I calculate cluster excess energies. for which the
shows those for Ga1 , I n As. The energies , w% ere small parameter of the theor% is defined. While a
calculated as discussed in detail in ref. [1]. The start was made on this theor, [11]. a more corn-
sixteen-bond cluster "as attached to rigid medium plete version is needed to make conmincing pro-
at the virtual crystal positions in the third shell gress.
from the cluster center. The atom positions inside We have also shoxn that only the small {j -
the third shell were adjusted to minimize the strain set dnves deviations in the populations .i a\a\
and chemical energies. The energ\, is the total from randomness.. Moreover. if -1 = 6n is linear
energ2, of the sixteen bonds with the atoms in their in n the number of B atoms, then despite the size
minimum energ, positions. The variations of atom of 3. the populations are still random. Thu,. et-
bond lengths in different allox> are well predicted fects that would otherwise be considered small
b-, this method. ma\ compete ,,ith the larger energies retained if

The ýariation of \I th x. and that of {, - they have the proper nonlinearit%. We are examin-
are quite different. r\s is. evident from the curves. Ing see~ral possibihities not incorporated in our
the -1 set an order of magnitude -smaller than present results. These include effects caused b\
the ,values, and most of the curvature identi- screening in the composition range where narrow-
fied w"ith the strain contribution has subtracted gap allo',.s are sermimetal. direct second-neighbor
out. The excess enthalp\ .1E has onl\ a small chemical interactions treated in the context of
temperature dependence, as we anticipated. The Harrison's model, electron-electron Coulomb in-
excess free energ, .-IF at 601) K has a negative teractions driven b,. polarit- differences betmeen
curvature at x= w hich indicates that the criti- the constituents, and composition variations of the
cal transition temperature is below 600 K. elastic constants.

The reasons wAhv bond lengths and mixing en-
thalpies agree wkith experiments in a variety of
quite different cluster model approximations are 3. Solidus and liquidus phase diagrams
discussed exten,,ivel\, in refs. [2.8.9]. The underly-
ing cause for the insensitivit% of bond lengths is We have reported on high-temperature phase
that if the region outside the cluster is allowed to diagrams of a number of alloys [I]; two examples
relax in the energy-minimization procedure used are presented in figs. 2 and 3. The solidus and
to identif\ the bond lengths. the strain from the liquidus curves, figs. 2a and 2b. were calculated
angle-restoring forces tends to be canceled. Thus. using our solid free energy. following the logic of
models that include angle-restoring forces and Stringfellow and Green's [12] modification of Vie-
some outside relaxation or that ignore angle-re- land's [131 theory and their liquid free energy. As
storing forces and outside relaxation both predict can be seen. the agreement with experiment is
the bond lengths correctly. However, the two excellent for GalnP, but that with GalnAs i.,s
classes of models predict different { , } sets. The poorer. To demonstrate the sensitivity of these
set based on a stiff exterior (no relaxation) is curves to aspects of the theorv, figs. 2b and 3b
larger %ith sharper x variations. However. as we show the distribution coefficients (the ratio of the
have seen, most of this strain contribution sub- solidus to liquidus concentration at a given tem-
tracts from the ({.1 set. Thus the populations perature) plotted against the resulting solid con-

are not as different in the two types of centration for the correlated model and for an
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1800 a tion, charge redistribution, and danihng-h'bnd

interaction modiftcatlons to the lattice surround-

1700 - / ing the vacated site [14.15J. The model is based on
LIQuID -a tight-binding Harmltonian [161 with umnersal

160P p scaling that ,ield, correct cohesive energies. The
160 .extraction energies E, ( x ) %k here the final state i\

an atom at infinit,. vacanc% energies E,011) and
1500 j - E,(100). where the atom final state is a 011]) or

(100) surface site. and sublimation energies E),111 )
from a (111) surface are in table 1. Notice that

1400 SOLID E, (IIl) is not much different for the anions and
U ExP cations of a given compound. To reach the ap-
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Fig 2 In, _,GaP (a) solidus and liquidus phase diagrams.
Ih) di.,,ribution coefficient visohd) I flhquid) as a function of
x Hea%, curve, full cluster theors. light curve, ideal regular

solution model D

S 41

ideal random alloi, using the same enthalpv
parameters. As can be seen. a regular-solution 3

random model differs substantially from the corre-
lated-allov case. 2

4. Vacancies 0.0 0.2 04 06 08 10

InAs X(SOLID) GaAs
Vacancy formation energies have been calcu-

lated for semiconductors and their alloys that take Fig. 3. tn_ ,Ga, As (ai sohdus and liquidus phase diagrams.elted forecoundutor the i finalsall oys the (b) distribution coefficient x(solid), x(liquid) as a function of
explicit account of the final state to which the x. Heavy curve, full cluster theory. light cure, ideal regular
removed atom goes as well as bond-lengths relaxa- solution model.
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Table I
Vacante formation energies for remosal of an atom from bulk to infint.',. E, ( x). to a mnp'. bonding site on a (011 ) surface.

E, (I 1|). and to a doubly bonding site on a 1100) surface, E, t100), and the sublimation energN from a tnpl, bonding site on the (I I
surface. Ej lIl : all energies are in eV

Element E, (c) E, (I11) E,111: E, I100 "
or compound Cation Anion Cation Anion Cation Anion Cation Anion

Carbon 19.25 19.25 5.93 5.93 13.32 133,__ 11.89 11.89
Silicon 10.32 10.32 2.82 2.82 7.50 7.50 5.68 5.68

Germanium 8.11 8.11 2.10 2.10 6.01 6.01 4.23 4.23
Tin 6.30 6.30 1.59 1.59 4.71 4.71 3.18 3.18

AbP 10.65 11.12 3.55 4.11 7.10 7.01 6.62 6.62

GaP 830 8.76 2.62 2.83 5.68 5.93 5.92 4.02
InP 8.23 8.83 2.60 3.52 5.63 5.31 5.40 4.70

AlAs 8.79 9.65 4.74 5.10 4.05 4.55 4.85 6.03
GaAs 6.66 7.81 3.66 3.76 3.00 4.05 4.20 3.75
InAs 6.78 7.48 3.56 4.14 3.22 3.34 3.94 4.12

AISb 4.70 6.06 2.72 2.73 1.98 3.33 2.67 3.29

GaSh 5.95 6.82 3.19 3.13 2.76 3.69 4.32 2.53
inSh 5.97 6.28 3.10 3.16 2.87 3.1 3.96 2.69

ZnS 6.90 9,99 4.21 4.19 2.69 5.80 5.00 5.53
CdS 6.09 8.78 3.72 3.72 2.37 5.06 4.17 5.02

HgS 4.53 7.78 3.08 3.08 1.45 4.70 4.35 3.88

ZnSe 5.66 8.66 3.57 3.55 2.09 5.11 4.18 4.98
CdSe 5.03 7.76 3.20 3.20 1.83 4.56 3.35 4.60
HgSe 3.39 6.77 2.49 2.52 0.90 4.25 3.37 3.39

ZnTe 5.10 8.08 2.09 2.11 3.01 5.97 4.23 4.15
CdTe 4.68 7.36 1.90 2.05 2.78 5.31 3.65 3.99
HgTe 3.10 6.36 1.50 1.51 1.60 4.85 3.57 2.61

SEj,00) is an estimate onlý, and does not include back-bond relaxation at the surface.

propriate (111) surface, an atom breaks four bonds ation with cluster type is more prominent for the
in the bulk and remakes three bonds on the surface. unalloyed atom type. which is affected by the
The differences between anions and cations arise occupation of the four near-neighbor sites; the
from differences they cause on back-bonding states alloyed atom character depends on the occupancy
adjacent to the vacant site. The sublimation en- of the twelve second-neighbor sites. The variations
ergies are another matter, since the promotion all tend to bow down, some by large amounts.
energies are quite different for anions and cations. This means that vacancy concentrations in alloys

Following the systematic variations of extrac- will differ greatly from those that would be calcu-
tion energies is a convenient way to examine trends lated from an average activation energy.
.in the alloys. The variations of E,(oo) for differ- The hop process will also be affected. For
ent clusters are shown for the common arsenic example, in GaPt_-,As.. it will cost more energy
and common gallium alloys, respectively, in figs. 4 for a Ga on a PAs 3 cluster to hop to either a
and 5. for = 0.5. The variation of the numbers P2 As. or an As, cluster than to hop to another
with x is fairly small. There are a several note- PAs 3 cluster. Thus, for high x (the arsenic-rich
worthy features to these curves that will signifi- side) where the PAs 3 cluster population x 3 is
cantly affect diffusion, doping, and other device large, we might expect diffusion profiles character-
processing steps. First, as would be expected, vani- istic of parallel paths with different activation
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Fig. 4. Extraction energies of the arsenic common anion alloys as a function of neighbonng configurations for a concentration

x = 0.5.

energies. This will occur if i.¥ exceeds the percola- considerations obviously will play a role in ans'
tion threshold [17]. Clearly these extraction energy device processing design rules applied to alloys.

curves also suggest that nonisoelectronic impurity
substitution energies will vary, for the different
clusters. Moreover, ion milling and reactive ion 5. Surface segregation
etching may be quite different. For example, it has
been observed [18] that in the presence of a gal- It is well established in metal alloys that dif-
lium ion beam. lnAs etches an order of magnitude ferences between the vacancy formation energies
more rapidly in a chlorine gas environment. This of the constituents drive concentration variations
might be anticipated from fig. 3. since the indium near the surface [19], but this effect has not been
extraction energy from a Galn1 1 cluster is smaller treated previously in semiconductor alloys. We
than that from an In 1 , cluster. It remains to be have begun this theory by treating the solid as a

demonstrated that this effect, rather than some succession of layers parallel to the surface [19].
damage mechanism, is responsible for the in- The interaction energies of atoms within a layer
creased etch rate. Many other effects are implied and between layers are all included in the average
by figs. 4 and 5 as well as similar results for all the enthalpy. The configuration entropy of each layer
other Ill-V and II-VI alloys. These kinds of is calculated from the appropriate version of eq.
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Fig. 5. Extraction energies of the gallium common cation alloys as a function of neighboring configurations for a concentration
x =0.5.

(10) for pair interactions and for each layer i. x is boundary condition corresponding to an epitaxial
replaced by the layer concentration x,. The con- laver on a substrate.
centration of each layer is then set by the condi- It is too early in our calculations to determine
tion that the chemical potential be constant. whether surface segregation is responsible for any

We find several startling results. If the solid has of the long-range order observed in several alloys.
equilibrated at a temperature T> T,. the critical However, the effect is strong, being driven by the
temperature for spinodal decomposition. then the same mechanisms responsible for high-tempera-
surface concentration returns to the bulk value in ture order-disorder transitions, and requires rela-
a few atomic layers However. if the equilibration tively little diffusion to establish the relevant con-
temperature is below T7, then the range of the centration patterns, so we anticipate that it will
segregation profile is much longer and the con- result in observable phenomena.
centration will oscillate with a period and ampli-
tude that depend on the equilibration temperature
and the average composition. The oscillations can 6. Concluding remarks
have a large modulation index and periods of 4
and 20 lattice spacings have been found. This is a There are two separate aspects to the correla-
superlattice phase that is stabilized by surface tion state of an alloy. The first is specified by the
segregation and an order-disorder transition. We population distribution of the different types of
are currently examining the influence of a clusters, taking the alloy to be spatially homoge-
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A Green's-function method has been used to study the surface and interface electronic structures
of the iI-VI compounds HgTe and CdTe. Localized surface and resonance states near the cation-
terminated t 100i surface of CdTe and the anion-terminated surface of HgTe have been found for the
ideal surfaces. The energies and strengths of these surface states are altered by surface perturba-
tions. The bulk states near the surface are drastically modified by the creation of the surface, but
the band gaps remain unchanged. Numerical evaluation of the local densities of states at the r and
J points shows that, at the (100) interface of HgTe/CdTe, the previously observed surface states are
no ionger present. Hoseer, in the interface region, bulk states of one material penetrate some dis-
tance into the other material.

1. INTRODUCTION ment.10- 14 For the same reasons we apply this method in
this work to investigate surface and interface electronic

One of the earliest formulations used in the investiga- structures of the pure Il-VI compounds CdTe and
tion of surfaces and interfaces was based on the linear HgTe. 5:'i

combination of atomic orbitals (LCAO) method. Despite the intense interest in Hg_,-CdTe over the
Goodwin' first applied the LCAO model to study the ex- past three decades due to its application in the prepara-
istence conditions for localized Tamm2 states in a crystal. tion of infrared detectors, there have been relatively fek
He found that these states occur when the diagonal experimental and theoretical investigations of the surface
Coulomb integrals and the off-diagonal resonance in- and interface properties of this system."- " Since the
tegrals of the surface are allowed to be different from KS method is well suited for the study of the surface
those of the bulk, for systems of single-level or of sp- properties of a system described by a tight-binding Ham-
hybridized atoms. At the same time, Shockley 3 investi- iltonian, we use here a Hamiltonian closely related to that
gated a periodic potential that is terminated at its max- obtained by Hass, Ehrenreich, and Velicky (HEV) (Ref.
imum and found that, under the condition that the bulk 20) for HgTe and CdTe in the empirical tight-binding ap-
bands crossed, surface states exist in the middle of the proximation (ETBA) based on the LCAO interpolation
band gap. Shockley states. as they have come to be scheme of Slater and Koster. 2' In the ETBA the predict-
known, come into being when the perturbations at the ed band structures of the pure compounds HgTe and
surface are small in comparison to the widths of the al- CdTe are matched to experimentally determined band en-
lowed energy bands. KouteckyV and others generalized ergies.Z2

Goodwin's model to study the energy and existence con- In Sec. II, we introduce the formalism of KS for the
ditions of surface states. Electronic interface states were description of the surface properties of ll-Vi materials
studied within the LCAO method by Davison and along with the extension of the technique to the problem
Cheng.' An exact tight-binding solution for tie surface of interfaces of these materials. Section III contains the
and interface problems of a one-dimensional -.eimn.iconduc- results of our calculation and a discussion.
tor was obtained by Dy and co-workers.7 8

Since these early investigations, many other papers U!. FORMALISM
have appeared in the literature for the study of surface
and interface properties of solids. Kalkstein and Soven In the formalism of Kalkstein and Soven,2 a pair of
IKS, (Ref. 9) introduced a Green's-function (GF) formal- semi-infinite crystals is formed by introducing a cleavage
ism to siudy the surface electronic properties of semi- plane into an infinite crystal in one crystallographic
infinite crystals. This is a relatively simple but powerful direction. A GF describing the electronic properties of
method by which both the bulk and surface properties of the semi-infinite systems is derived from the GF of the
a semi-infinite crystal can be studied. The method can be infinite crystal and a scattering potential representing the
generalized in a straightforward manner to study the cleavage. When combined with a tight-binding formal-
electronic properties of an interface formed by joining ism in which nearest- and next-nearest-neighbor interac-
two semi-infinite crystals. Because of its simplicity and tions are included, the scattering potential is relatively
power the method of KS was widely applied in many cal- easy to calculate making application to realistic systems
culations during the decade following its develop- simple. The Hamiltonian is constructed, following HEV,
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for HgTe and CdTe using sp' basis states and including G n,n')= • , (aavnk G a'avn'k
spin.- The parameters used are thos,- of Slater and
Koster:" as determined b. HEV ýRef. 20 except that, in X aavnk )(a'a'v'n'k 3
our case, the value-, of Esx, 110, and Esx i011 i are inter-
changed. This produces band structures' It) that are %4htch is the GF submatrtx between la er n and layer n'.
quahtat'.el. similar to those of Bryant which offer im- From the site-diagonal GF, G n,n), we may calculate
proved conduction-band mass.16 We calculate the GF, G the local density of states
associated with this Hamiltonian by using the defining -( I ImTrGnn
equation

G =iE -i?.-H- where Tr, indicates that the trace is to be carried out
only for the species la.erl gi,,en b) v.

where H is the Hamiltonian of the infinite unperturbed The GF of the semi-infinite crystal, G' is found
system. It is understood that G is to be calculated in the through the application of the Dyson equation.
limit as the positive imaginary part ;. approaches zero.
These calculations are performed in k space, utilizing ful- G"= G + GVG' .

ly the periodicity of the crystal. Besides calculating the matrix elements of the ifin:
For the surface (interface) calculations, since we no cryst al c u stinn the matrix elements of"

diretion crystal GF, G, we must also find the matrix elements of
longer have translational periodicity along the direction the scattering potential, V, introduced by the creation of
perpendicular to the surface (interface), we cannot use an the surface We label the double layers in the crystal
ordinary k-space representation. Kalkstein and Soven with integers such that the cleavage plane passes between
assume periodic structure parallel to the surface and use the double layers - 1 and 0. and the semi-infinite crystal

a representation consisting of states which are localized of interest starts at the zeroth layer and has la.ier indices

on planes of atomic sites parallel to the surface and of in. Because Gs n,nts is zero for all n and nl ayess than
represented by the index n, and of Bloch states reflecting z th e only i s of the scantrng pential

zero, the only matrix elements of the scattering potential
the periodic symmetry within the planes which are
represented by the index k . This .; the mixed or Bloch- a nd int E 5 ih the sesent o f the interac-

and V(0, - I I which express the se,,ering of the interac-
Wannier representation. We assume the same type of tions across the cleavage plane. We maN also include a
syvmmetrN in the interface system. The Hamiltonian and diagonal term I'O,0. if be wish, to allo4 for surface
the GF of the bulk crystal as well as the Hamtltonians of perturbations such as relaxation and environmental
the semi-infinite and interface systems must all be ex- shifts, into our calculation. These scattering potentials
pressed in this mixed representation. The formulas for have explicit dependence on k and the pair of indices as-
the semi-infinite system were derived by KS and are the sociated with V refer to the double lavers tn•,ol~ed in the
same for us if we reinterpret the algebraic expressions as interaction. In terms of the Hamihonian matrices. the
matrix equations for the sp 3-spin basis states. Note that satering pntenta matri gile n m e

in this paper we examine the surfaces and interfaces per-

pendicular to the [100] direction for pure CdTe and V=H'-H, (6)
HgTe samples. For these compounds. this structure cor-
responds to an arrangement in which the anions and cat- where H' is the Hamiltonian of the semi-infinite crystal.
ions are placed in alternating planes parallel to the sur- The scattering potential matrix elements describing the

face or interface. For notational simplicity, in the follow- breaking of interactions across the cleavage plane are

ing, a cation-anion pair of planes is given a single layer
index n, with the species index v left to distinguish be- I")0,-1) -H10,-I•
tween the two species flayers).1- Vi - 1,)= -H - 1,0) -

For basis states of the infinite system, KS used states
analogous to cav), where a~sx, v.: indicates the where, as before, the k index has been suppressed for
atomic orbital, the spin (T, 1) is represented by a,- v=a or
c stands for anions or cations, respectively, and k is the compactness of notation. The matrix element V(0.0) is
wave vector. Following KS, we write the Bloch-Wannier introduced parametrically to account for the shifts in the

states for our system as atomic levels and hopping interaction at the surface lay-
er.

- k R Explicitly, a general matrix of G' is found from Eq. (5)
a.---- ,n ao-s-k) , (2) as

N, k

G'0n,n')=G n.n')
where R, is the position of the ion sublattice represented -[GIn,O)V(0.0)
by v on the plane labeled by n, and k and k, are the com-
ponents of k. parallel and perpendicular to the surface +G1n, - I 0V( - 1.01G',0.n') , i8)
(interface) plane, respectively. This basis set reflects the
symmetry of the semi-infinite system and is therefore well with n and n'_- 0. To solve this equation. it is first neces-
suited for our purpose. In the following we suppress the sarý to solve for G'(0, n " which is done by setting n equal
k index for compactness of notation, as in to zero in Eq. (8) and solving for the matrix element
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G0, n)= [I - G 0,0 V, 0.01 in k space and interpolating for the intermediate values -'
- 1GAn' Accuracy is ensured through sampling the functions at A

-G•O, -lI 4-lO- O . ) sufficient number of points. All calculations are per-

To find the general matrix element of G' we need only to formed with a smal! positive imaginary component in the

substitute Eq. t91 into Eq. (8). To include environmental energy and the final results at the real energy axis are

effects on the surface atoms, we introduce a parameter 8 evaluated through the use of the analytic continuation

which measures a shift of the surface layer on-site ener- procedure of Hass, Velicky, and Ehrenreich. -

gies. Also, we introduce a parameter d which represents One quite useful feature of our calculation is that the

the strength of the interactions between the first two evaluation of the GF's of the semi-infinite crystal and the

planes of atoms in the semi-infinite crystal relative to the interface requires much less computational effort than the
same interactions in the bulk. The parameters 5 and d evaluation of the infinite crystal GF.Ib As a result of this

are included in the matrices V(0,0) and V( - 1, - 10 5.i16 speed, we are able to consider several ,,ajes of the envi-

This model was first extended to the interface between ronmental shift and surface-nearest-neighbor interac-

two model semi-infinite one-band crystals by Yaniv.1" tion. In order to observe the effects of the variation of
We further extend the technique to real crystals using the these parameters on the localized states we examine the

sp3 with spin basis states. The interface is formed be- local densities of states (LDOS) at various values of the

tween crystal 4 (n _ - 1) and crystal B (n ý_ O0. In joining parameters for a few CdTe and HgTe surfaces and inter-

the crystals, the interactions between the Te and Cd faces. These LDOS are evaluated at fixed values of k so

planes, as well as those between the Te planes, across the that we may find the positions of the localized state bands

interface, are taken to be the same as in the bulk. Since in the surface Brillouin zone. For details of the evalua-
there are no data available for the hopping integrals be- tion of the matrix elements of the infinite crystal GF and
tween Hg and Cd planes we assume them to be equal to those of the scattering potentials required for our calcula-
the average of the interactions between bulk-crystal (100) tion, one is referred to Refs. 15 and 16.

Cd planes in CdTe and interactions between bulk-crystal
(100) Hg planes in HgTe. The interactions between the
A and B sides of the interface are included in the scatter-
ing potentials V;0., - I ) and V'( - 1,0). To our Green's
function we add subscripts a and fi which take on the r-
values A and B to indicate the side of the interface in-F
volved in the calculations. Once again solving the Dyson
equation for the interface GF, g (Ref. 16),

g =G'- G *Vg 09~

we find the interface GF matrix elements as 7s-

ga,9(m,n )=G,,(m,n)6,YgaG m, 0) V'=0 G 1) ,16 -r1, n )ba ir, ntems

0 (a)G,'(mr, - I ) V'( - 1lO)gB9(O, n)5.( (I0) -0~ 2o075 1 75
Energy (*v)

where

g 44 l,n)=[ I -G'.( - I, - I )V( - 1,0)G;(0,0)

X V(O, - I )]-•G• ( - ,n) , ()la)

gsii(0,n)-[I-G;(0,0lV(0, - )G 1-, 1)

X V( - 1,0)] - G;(0, n) , H lb)

g 8g 4 (O,n)=G0(O,O)V(O,-l)g,44 (-l,n) , (llc) 6- . .

and 6,,, is the Kronecker delta. We have assumed a per- 6. o0v d- 1 (bulkuncated)
fect match in the lattice spacing across the interface 0 . a

Winto crysaIwhich is nearly true for HgTe and CdTe with a difference 0 0 (b)
in spacing of only 0.3%. -0 E-sergy (*V)

In the evaluation of the GF of the bulk system a great
deal of numerical integration is required. The integrals FIG. 1. Dependence of the LDOS on the parameters 6 and d
are evaluated through the use of a Lagrange interpolation as compared to the infinite crystal for (a) the cation surface lay-
scheme in which the time to calculate the band structures er and (b) the first interior anion layer at F (k:=0) for CdTe
is reduced by evaluating them exactly at only a few points cation-terminated (100) surface.
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11. RESULTS AND DISCUSSION not there is a surface perturbation. The ideal cation-
truncated (100) surface of CdTe has a surface state at r

Once the matrix elements of the infinite crystal GF and with energy lying at E =0.6 eV above the top of the
the relevant scattering potentials are specified, one can valence band. We also see that the bulk densities of
calculate the matrix elements of the GF of the semi- states are modified as a result of the introduction of a sur-
infinite sample and that of the sample with the interface face but the band gap of CdTe remains unchanged. We
using Eqs. (8) and (10), respectively. One can further cal- note that the position of the bound state is sensitive to
culate the LDOS at various layers using an equation of
the type of Eq. (4). In this paper we present the LDOS
calculated at the symmetry points r and J and at ener-
gies near the valence- and the conduction-band edges of
the sample where the principal band gaps occur.

In Figs. I and 2 we plot the surface LDOS at the F
point for various combinations of the environmental shift
parameter 8 and the geometric shift parameter (relaxa-
tion parameter) d for CdTe cation-terminated and HgTe
anion-terminated crystals, respectively. We begin by not-
ing, in Fig. 1, the existence of a localized surface state
(bound state) which is the sharp structure that appears in
the LDOS within the band gap of the CdTe, whether or 3.01ev 0 *30 l

25 5600ev (-09

,20 .

-- 15 e6.0V 8.1 (bulitmtruncateCe

2.5 
_E 1o

j 20 infnite crystai p, . a)

> 06.0 01eV 0.1 01 0 , 2 31 -5 0 .3 1
3 •Energy (eV)

• 6.=0eV 0.09

6 0 eV d I (bulk truncated)

0.5 U

00 nfinte crystal (a)

00 0.5 10 15 20
Energy (@V)

30 30

25 6.A 09 d0

~ 20 e20 68Oj eV (3.1= j 2>Z 15 -. o e d -I ( uktu ~ t

E 10
,.... •. • =0 ý.V d (: 1 (bulk truncated) •A

nne crystal L fne crystal (b)

0 (b) 0 0 2 3
00 05 10 15 20

Energy (eV) Energy (ev)

FIG. 2. Dependence of the LDOS on the parameters 8 and d FIG. 3. Dependence of the LDOS on the parameters 8 and d
as compared to the infinite cr" stal for 'a) the anion surface layer as compared to the infinite crystal for (a) the anion surface layer
and lb) the first interior cat.on layer at r (k =04 for HgTe and (b) the first interior cation layer at J (k = -./a( %,' 2." 2 )J for
cation-terminated I00 surface. HgTe anion-terminated (100) surface.
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,ariations in both d and 6. In Fig. 2, we notice that the the introduction of the surface and that the band gap-, are
surface has again introduced a marked change in the not altered bs the surface.
LDOS of HgTe. A resonance state appears in the form of Our calculation of the laer dependence of the surface
a spike inside the conduction band of semimetal HgTe. states shows that these states become progressitel, les,
The contribution of this resonance to the LDOS is significant as we examine deeper inside the cr~stal mdi-
strongest for anion layers indicating that anion states are cating these states are indeeo localized bound states. The
the most likely constituents of this state. Similar surface bulk LDOS in the deeper la),ers, on the other hand. start
states hae been calculated bv Bryant'8 for the special resembling the infinite crystal LDOS.
case where no surface perturbations exist. As mentioned before, the interface calculations ha.e

The surface states calculated for the HgTe at the J been performed assuming no lattice mismatch in the cr,,,-
point where there exists a gap are shown in Fig. 3. These tal structures of the HgTe and CdTe compounds, thus
states exhibit the same dependence on the interactions neglecting all strains that may be present at the interface.
that was seen at the r point. Here instead of a single The parameters chosen for our calculation also do not al-
peak we see a pair of bound states just above the valence low for valence-band offset. With these assumptions.
band within the band gap. Also above the conduction dramatic effects are seen at the interface of HgTe and
band there is a bound state that was not observed for the CdTe as shown in Figs. 4 and 5, where the LDOS in the
r point. Anions contribute more strongly to the bound CdTe side of the interface are presented at r and J
states inside the band gap while the cation contribution is points, respecti,.ely. The most obvious effect is the lack
stronger to the bound state above the conduction band. of localized states that were previously seen at the free
Also notice that the bulk states are strongly modified by surfaces of these materials. Instead, we find that. close to

the interface, the bulk states of HgTe that lie in the re-
gion between 0 and 1.6 eV appear in the band gap of

20 F
20 2

1 5

S15 15

"" X Interface cation layerS10 Z' '- 10

05 layer 2S 
]

00 ayer 1re layer bulk ,runcatea surfacea

0 ,Surface caton (a) 0 .,

00 05 10 15 20 -1 0 1 2 3

Energy (eVl Energy (eV)

8 20

615

l ayer 3R

"- - L nterface an-on

E LES2 •a er 1 .. 5

surface on layer b) u (b)
0 .1 0 1 2 3
00 05 10 1.5 2.0

Energy leV) Energy (eV)

FIG. 4. Comparison of the surface LDOS of the cation- FIG. 5. Comparison of the surface LDOS of the cation-
terminated (100) surface of CdTe with the LDOS plotted (a) at terminated (100) surface of CdTe with the LDOS plotted 'al at
successive cation layers and (b) anion layers for the CdTe side of first cation layer at the interface and (b) the first interior anion
the (100) interface CdTe/HgTe at r. layer for the CdTe side of the (100) interface CdTe/HgTe at J
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CdTe at the r point. These states in the CdTe gap be- without having to deal with the artificial super-cell ap-

come less significant at layers further from the interface proximation. Our calculation shows that drastic changes
while at the same time the LDOS in the energy ranges of in the LDOS can occur because of creation of surfaces
the conduction and valence bands of CdTe increase in and interfaces. Localized surface or resonance states ap-
strength. Thus we have a narrowing of the gap of CdTe pear above the top of the valence band, and the effects of
in a limited region near the interface which allows con- the surface on the LDOS persist at several layers inside
duction electrons to penetrate into the CdTe from the the bulk. At the interface, there are no localized states

HgTe over a short distance. In Fig. 5, we explicitly see but the bulklike states related to one material penetrate
how the gap at the CdTe layers is reduced with respect to into several layers inside the other material resulting in
pure CdTe at J. Calculation of the LDOS in the HgTe narrowing of band gaps close to the interface for the wide
side of the interface shows similar effects. band-gap material. At present there are no systematic

The above results describe how the LDOS change from experimental data available for comparison wkith our con-
the bulk to the surface and then from the surface to the clusions.
interface. While the bulk and the interface results can be Finally, even though we have not included all aspects
considered realistic, the surface results may not be, since necessary for a complete description of the surfaces and
the surface reconstruction has not been included in the interfaces, our work can be considered to be the first step
calculation. Recent experiments" 2 and a structural toward the understanding of the surface and interface
theory2 " indicate that the surfaces of CdTe and some oth- electronic structures of the [I-, )mpounds. To our

er I1-VI compounds undergo reconstructions similar to knowledge, the results presente: - are ne, for the in-

those on the surfaces of 111-V compounds. However, terface and more general than any previous surface calcu-
similar measurements are yet to be made on HgTe sur- lations on the II-VI compounds. Since the method is

faces and CdTe/HgTe interfaces. Our calculations indi- flexible, it will be possible to incorporate realistic
cate that changes in the electronic structure in the form structural models dealing with the surface reconstruc-

of environmental shifts at the surface lead to only minor tions, when they become available, to calculate more real-
changes in the localized surface and the bulk LDOS. istic electronic properties of such surfaces and interfaces.
Whether a surface reconstruction will result in substan-

tial modification of these states is yet to be determined. ACKNO"LEDGMENTS
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Alloys of the form A, B- C almost always have a different surface concentration from the bulk
in order to maintain a constant chemical potential for each layer in the alloy. We have calculated
the degree of surface segregation for the pseudobinary alloys Hg - ,CdTe and Hg, -,Zn,Te. The
enthalpy responsible for segregation is the difference in the energies for moving an A or B atom
from the bulk alloy to the surface. There are two major contributions to this energy process: 1I) a
bond-breaking mechanism, whereby the element with the lowest surface energy segregates to the
top, and (2) strain release, where the dilute element in the compound segregates to the surface to al-
leviate the strain energy due to mismatch of the AC and BC bond lengths. In our segregation mod-
el, the free energy of each layer is calculated in the regular and quasichemical approximations. By
equating the chemical potentials of each successive layer to the bulk, the composition of each layer
is obtained. Our results indicate that there is strong surface enrichment of Hg in Hg1 _,CdTe
while there is less surface segregation of Hg in Hg- -,Zn, Te at the low x values appropriate for in-
frared application. Mercury segregation to the surface will lower the band gap or may turn the sur-
face into a semimetal, thereby affecting the passivation of the surface.

I. INTRODUCTION random distribution of atoms in the alloy using the quasi-
chemical approximation (QCA).8 Moran-Lopez and Fal-

Applying such probe techniques as Auger electron icov9 have also looked at the segregation problem alongwith surface order and/or disorder transitions using
spectroscopy (AES), low-energy electron diffraction wikuch od. a
(LEED), and ion-scattering spectroscopy (ISS) allows one
to determine the chemical compositions of surfaces with The primary driving force for surface segregation for
great accuracy. These measurements' have shown that an alloy A1B,-_ can be thought of as the difference in
the chemical composition of the surface is different from energy on moving an A or B atom to the surface. As not-
the bulk composition in most metal alloys. This ed above, one contribution is the bond-breaking mecha-
phenomenon of surface segregation has also been studied nism, whereby the element with the lowest surface free
theoretically in great detail starting with the work of energy segregates to the top. Experiments' have shown
Gibbs, 2 who noted that the surface composition will be that this is not the only mechanism that causes one
enriched with the alloy component that minimizes the species to prefer to be on the surface. In dilute alloys
free energy associated with the creation of the surface where there is a size difference in the component species,
(i.e., bond breaking at the surface). From Gibbs's adsorp- the dilute element in the compound will segregate to the
tion equation for a two component system ( A B I, ) it top to alleviate the strain energy due to lattice mismatch.
has been shown 3 that the surface concentration of A An example of this is seen in CuAu, where in the dilutehas eenAu alloy case, Au is predominantly on the surface.'
atoms (xs) differs from that of the bulk (xb) by the rela- lookin oreakingnmechan he ver,
tion Looking only at the bond-breaking mechanism, however,

Cu is predicted to be the segregating element since it has
XS Xb the lower surface tension. It can be explained by the

l-xs l= xb 'exp[y -YA )a/kT] strain release argument since the Au atom is approxi-mately 15% larger than the Cu atom. The connection
where Y A B, is the surface tension of pure A (B) and a is between strain release and surface segregation was first
the average area per atom. pointed out by McLean" in his study on grain boun-

Application of Eq. (1) to real systems does not provide daries. Incorporation of both strain energy and bond
good quantitative results since it does not consider any breaking in surface segregation studies has been done by
deviations from the bulk concentration for layers beneath Wynblatt and Ku. 12.13
the surface. Multilayer models which include layer com- In the theoretical and experimental work done so far,
positions under the surface were formulated by Williams the materials studied have primarily been transition and
and Nason 4 among others5 by employing a regular solu- noble metals. The effect of surface segregation on metals
tion method. Later work by Kumar et al.6.7 extended has important implications when dealing with catalysis,
the surface segregation problem to take into account non- corrosion, and grain boundaries. In this paper, however.
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we will look at the effects of surface segregation on semi- lure, a laver of C atoms is al~a~s betaeen adjacent allo.•
conductor alloys. In particular, we are interested in the atom la~ers. Neglect any gas .apor effects b•, assuming a
II-VI systems Hg1 ,Cd,Te and Hg1 ,Zn,Te. The vacuum interface with the surface.
suitability of these materials for infrared detectors is To determine the composition distribution at thermal
determined to a large extent by the control of the surface equilibrium the total free energy of the system F is mini-
,:)mposition and the capability for passivation. Because mized with respect to the layer concentrations Ax with
of the structural weakness of Hg1 ,Cd,Te, it has been the constraint that the total number of .4 atoms is a con-
suggested that Hg1 ,Zn,Te may be better suited for in- slant:
frared detectors. We are interested in how the structural
and electronic properties are modified by the presence of x, =const . 121

surfaces and interfaces. In regards to surface segregation,
we are interested in examining the extent of Hg migration For layers deep inside the alloy, any effects of the surface
to the crystal surface. are negligible and the concentration is that of the bulk.

In the first part of this paper we will discuss models xt,. Through the use of Lagrange multipliers, the condi-
that describe the thermodynamics and amount of surface tions stated above can be written as
segregation that occur in pseudobinary binary alloys of cF aF
the form A, B IC. These models are modifications of ax, axi (3)
the regular solution by Williams and Nason4 and the
QCA theory by Kumar to include first- and second- for all x,. This is equivalent to saying that the chemical
nearest neighbors in zinc-blende structures. We note that potentials of each layer, defined as M, =aF/ax,, must be
the shortest range of interaction that can effect the atom- equal to each other:
ic distribution in a bulk pseudobinary semiconductor al-
loy is the second-neighbor interaction (e.g., A -A, A -B, U(x, )=,L(Xh,) (4)
and B -B), because this is the closest distance between the
alloying atoms, Thus, in the QCA, the second-neighbor We will write the total free energy per number of atoms

model for a pseudobinary alloy is equivalent to a first- in a plane for the layers system as a sum of layer contri-

neighbor model for the usual metal binary alloys. While butions:

the first-neighbor interactions ( A-C and B-C0 in a pseu- F U, - T S, (5)
dobinary alloy have no effect on the bulk statistics, their F ,
contributions are required for the study of surface segre-
gation. These first-neighbor terms will become part of where U, is the configurational enthalpy and S, is the

the "bond-breaking" energies which may become the configurational entropy of the ith layer. As will be seen

dominant factor for surface segregation of an alloy com- later, U, and S, actually depend on contributions from
ponent. Our formalism will also incorporate the release neighboring layers.

of the strain energy when an atom positions itself on the In the regular or QCA treatments, the interactions in
surface. Section III presents numerical results for the the enthalpy term arise from pair interactions only, the

layer compositions of the I1-VI alloys Hg1 .Zn_,Te and interactions in our case being A-C and B-C for the

Hg 1 _,Cd,,Te. We will adopt the experimental and nearest neighbor and A-A, A-B, and B-B for the second

theoretical mixing enthalpies quoted in Ref. 14 for the nearest neighbor. These bond enthalpies are written as

second-neighbor energy parameters. The energies re- c,, and E,, for the i-j pair interactions at the surface and

quired to move a cation from the alloy bulk and place it below the surface, respectively. As we shall see later, the

on the surface, calculated for these alloys in Ref. 15, will distinction between surface and nonsurface bond enthal-

be used as the bond-breaking energies. All temperatures pies is done in order to consider tme effects of strain

considered will be above the critical temperature for release.
phase separation. In addition, we will only consider sub- In a given layer, an A or B atom is surrounded by

stitutional segregation. In Sec. IV we will discuss the re-
sults and give ideas for further work on this topic. ZI=_Z_ 1+ZBI +T

(6)
zýZ' 1,_7,1+ Z"' (surface)

If. THEORY -L (

Consider a zinc-blende alloy of the type A 1 _B,-C, nearest-neighbor C atoms. In (6), Z"' is the number of
where the A and B atoms occupy one fcc lattice while the nearest neighbors on the same layer and Z"-r and 1 are
C atoms occupy the other fcc lattice. In this the number of nearest neighbors on the top and bottorr.
configuration, an A (or B) atom is surrounded by four C layers, respectively. Similarly, for the second neighbor
nearcst-neighbor atoms and a total of 12 second-nearest A-A, A-B, and B-B interactions, the number of second-
neighbor A and B atoms. Assuming the alloy is semi- nearest neighbors at and below the surface will be ex-
infinite, divide the alloy into layers parallel to the surface, pressed as
where each layer i has a fractional concentration of A
atoms, x, (i = I being the surface layer). The layers con- Z=ZL+ZB+Z,
sidered here refer to layers which contain the alloying (7)
atoms (A and B). Note that for the zinc-blende struc- Z =ZL +ZF (surface)
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Regular solution. In the context of the regular solution, the distribution of atoms in a given layer is assumed to be
random and the entropy term per layer is simply the form for random distribution of atoms on a given layer

S, = -k [xlnx, + (I -x, )ln(l -x,)] . (8)

Tne enthalpy for the first layer is given by

Z__) ZL
U1 =Z 1'"[XIE' C+( l-X 1 )E'BC]+ 2[XIE~.,C+( I 1 R]+ 2 1 AA a2t 1 )4 t1-

222
ZR

while for all other layers the enthalpy is E=E4B 1(EAA+EBB) 51
U= ZB(+Z'+ Z.' with E' defined similarly. The first term in Eq. (14a) is

L 2 [xJEAc xJ)zc given by

ZI + Zl IT ZLAEA L A -Zý"E - EA-
+ -V [x,XI-Ax + l-X, )E+s 1+ L2 R

"2 X, (I -- X ABA + E/A4 [ZL + --ZT+ZB2 
U b)

+(l-x )(l -XI )eBB] (10) with a similar term for AE,. Note that the first-neighbor
where interactions only enter the surface term, AFr'. Also note

that the terms Ix, I before Eq. (13) are an arbitrary set of
ZT, j=i-l layer concentrations while in Eqs. (13) and (14) and here-

Z = ZL i (11) after I xiI are to be defined as the equilibnum layer con-
U centrations.

ZI, j=i+1 In the ideal solution case (i.e., E=0) only the surface
n layer is different from the bulk and the degree of surface

and the - terms are there to prevent double counting. segregation is determined entirely b% the term
For those layers in the bulk, the free energy, Fb, is ob- 4EA -AEB. Comparing Eqs. (1), (13), and (14a) we see
tained from Eqs. (10) and (11) by setting X, +=X, that AEA - AEB is related to the surface tension.

=X- I =Xb, QCA solution. For a nonzero interaction parameter

[Eq. (15)], A-A and B-B bonds are favored when E is posi-

Fb= ZL- [xbAC+(I--xb)C] tive while A-B bonds are favored when E is negative.This contradicts the entropy term in the regular solution

Z 2 [Eq. (8)], which was formulated with the assumption of a

2--[b AA +b 1 -Xb)e A +( l )2 Cu I random distribution of the atoms in the alloy. The QCA
formalism takes into account this nonrandomness via

+kT[xblnxb +( -Xb )ln( -Xb)] . (12) short-range disorder parameters. In the standard QCA

Now that we have the total free energy of our semi- for bulk alloys, only one short-range disorder parameter

infinite alloy we can use our condition for thermal equi- is required. As pointed out by Kumar, 6 however, when
one is considering different layer concentrations the dis-

librium [Eq. (3)] to relate the layer concentrations to the oinconstdermadebet layer and terdaye
bulk layers as tinction must be made between intralayer and interlayer

short-range disorder.

x, Xb 4FW/•kT For the QCA, the segregation equation becomes
e ,(13)I-X, 1--Xb X, Xb ,AFmIl/AT -&S~wl/k

- =- e e ,(17)

where the enthalpy of segregation AF,`9 is given by I -x, 1 -Xb

where AS,'s is the entropy of segregation. Our QCA re-

F =EA - E--ZL 1-2x t) suit for the enthalpy of segregation is basically the same

Z +ZL Zr+ZR 1 Z as that for Kumar' except that only the lateral interac-
+2E- x2 -4ZX1  , (14a) tions on the surface contain the E' term

I ZT+Z R AF'8 =AE ,A --AER -- ZLE'( 1 -- 2x )a 1

AF,•= = ZLX, (X,.I+ X,-I)-Zxb ZaJ + ZT + Z2

(i*= I). (14b) 1
I-ZxjahI' (18a)in Eq. (14), the interaction parameter is defined asI
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. F 1 2 Z a 6 - ZZ a , -a Z r- -z ,1 ,P P ' =x * [ I - - )a - ,

2 p , - x 1, 6 ]
+

[ 2 .

-'-ZLx a, -Zx, ul8b, (I 8b '20'

where a, and f. are intralayer and interlayer short-range P48 =.,1 -x 13
disorder parameters. These short-range disorder parame-
ters give a measure of the degree of randomness in the al- PB" =x, l -x ia,
Joy. As a, - I and 0, - 1, the alloy becomes a random =, -I =
alloy and the enthalpy of segregation term reverts back to
Eq. (14). These parameters can be obtained from the Note that additional interlayer interaction short-range
mass-action laws,)' parameter 1>, Since concentration varies with layer. two

E P 4 B P• ,interlayer short-range disorder parameters are required
+ In =0 , (l9a) However, the 1f is related to 13, from the constraint

kT " P 4 4 P88

f- - 'iA4,AW'i,,-Z-TA0 , 119

k T nP 1 ,, =0 , (19b) where N.,) is the number of X-Y pairs when X is on the
ith layer and Y is on the jth layer and N' 4 is the number

where p.!) is the probability that an X atoms is on the ith of A atoms on the ith layer. See Refs. 6 and 7 for com-
layer and a Y atom is in an adjacent position on the jth plete details.
layer. For the surface layer i = I ) E is replaced by E' in The entropy of segregation term is the same as that de-
(19). The probabilities are summarized below: rived in Ref. 7 and is given by

S1-x--'xb X, Z __, _Z_
Z In lXb I -h, 2 2

r Z ZB In - In P22+), l-x, )gAB--,X.-IgiA (22)-r 2 EPý',A l Pý A I' I -

where Z' is the total number of second-nearest neighbors As Wynblatt and Ku12'13 have pointed out, however, this
at layer i and h'48 and g'18 are defined as relation overestimates the surface energy. [For the (100)

fcc face, the overestimation is a factor of 2.] The empin-

h'A =In-P" A +a,(l-2x, )g" , (23) cal relationship
PBcr = AH'aP/6 (260
PABPi'A

gAB =In (24) has given better numerical results for liquid metals.' In
P 4P46B I our study of semicon!'" 'or alloys, however, we have

As the short-range disorder parameters approach I and used the vacancy formation energies, calculated by Berd-

the entropy of segregation term goes to zero. ing et at.,15 for ,E 4 ,t,,. This vacancy formation energy
is defined as the energy required to take an atom from the

Ill. RESULTS bulk and place it on a particular surface. These quanti-
ties have been calculated using Harrison's tight-binding

Numerical results are now presented for the (11l) face theory' 6 with corrections made for the long-range
that terminates with the cation surface of Hgi,_Cd•Te Coulomb energies resulting from charge redistribution
and Hg,-Zn1 Te for temperatures are the critical tem- and rehybridization of the dangling bonds. Unlike other
perature for phase separation. For the (111) face, the authors who have used concentration-independent
second-nearest-neighbor coordination numbers are and/or empirical parameters, the vacancy formation en-
Z = 12, ZL =6, and Zr =Z =3. Since accurate values ergy from Ref. 15 is concentration dependent. The
for the surface tension of a solid are difficult to obtain, values for Hgt_,Zn1 Te are given by
workers in metal alloys have related this term to the heat
of vaporization (AH"ap) via 3  AEHg = - (0. 2 3xb +0. 89 ) eV

ZT (27)
rcr= ZHv' (25) AEzn = -(0.26xb +0. 9 8) eV
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and for Hg ICdTe tained by taking Eq. (14) and adding a term derived by
Friedel•' who used elastic continuum theory to calculate

AEHs = -(0. 14Xb +0.89) eV elastic strain energy in a dilute alloy. They did not
AEc = -(0. 14xb + 1.02) eV .(28) differentiate between surface and bulk interaction param-

eters and considered only the top surface as being
The pair interaction terms for the bulk (E) and surface different from the bulk.
(W) are provided by Chen and Sher,14 who determined With these parameters, numerical layer compositions
these parameters from substitutional energies when an A were calculated using Eqs. (13) and (14) for the regular
or B atom is removed from the bulk. These substitution- solution and Eqs. (17) and (18) for the QCA solution.
al energies are calculated using Harrison's bonding The assumption was made that a certain layer N is the
theory"b along with the valence-force-field model."v bulk layer and those layers above the Nth layer (i <N)
Effects incorporated in the substitutional energies include will have different layer compositions than the bulk. A
strain and chemical terms that arise as the alloy relaxes total of N nonlinear coupled equations were then solved
upon removal of an atom. For our surface interaction for the layer compositions. In order to make sure enough
parameter, however, the strain term in the substitutional layers were taken, the calculation was repeated for
energy is set to zero to allow for strain release. Our ap- N =N + I until convergence close to the bulk value was
proach to adding strain effects differs from that of Wyn- reached. For most systems and temperatures presented
blatt and Ku. 12, 13 Their enthalpy of segregation was ob- in this report, four layers was enough. For most of our
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0.8- Surfac
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0.81 E lk=4.23K Ile -- 0'- .SeOon Layer" ZI
0. I 

.6SE 1k = 58.75-8_3 K / 0 .6. ye,
0.60.
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0.0
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(b)T =600 K [da d . ,
(b)--- Semfw00.8 1 E Ak=-4.23K 0 Surf=/E 'k=42 
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/ - 0 .6
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0.4

0.2 0.0

0.0 0.0 0.2 0.4 0.6 0.8 1.0
0.0 0.2 0.4 0.6 0.8 1.0

HgTe X b coTe HgTe X b ZaTe

FIG. I. Fractional surface concentration (x,) of CdTe as a FIG. 2. Fractional surface concentration (x,) of ZnTe as a
function of the fractional bulk CdTe concentration (x,) at the function of the fractional bulk ZnTe concentration (xb) at the
(Ill) face of Hg ICd,Te. Results are from the quasichemical (11) face of Hg_, ZnTe at temperatures of (a) T= 1000 K
approximation using an experimental ;M) and theoretical value and (b) T = 600 K. All nonideal curves were calculated in the
I'.) for the bulk interaction parameter. (a) T = 1000 K. (b) quasichemical approximation with the theoretical interaction

T = 600 K parameter from Chen and Sher (Elk = 62 94 K).
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cases we have looked at, the regular and QCA formalisms alloy concentrations the component with the weaker
gave similar results, so only the QCA are presented. This bonds (Hg) has segregated to the surface. Also note that
is borne out when one calculates the short range disorder as the temperature increases the amount of segregation
parameters, which were always close to one for all in- decreases because the entropy term ( - TAS) is now dom-
teraction parameters and temperatures considered. inating to create more disorder (i.e., less segregation).

Figures l(a) and l(b) show the results for Hg, _,Cd•Te Presented in this paper are results for Hg, ._ZnTe us-
at temperatures of 1000 and 600 K. For the bulk interac- ing both an experimental interaction parameter, E/k
tion parameter, the theoretical value from Chen and 125.96 K, and a theoretical value E/k 62.94 K. In
Sher' 4 is E/k = -2.92 K, while an experimental value"' all cases the surface interaction parameter is set at
of Elk = 58.75 K is also shown for comparison. For both ES/k =6.04 K. Figures 2(a) and 2(b) show the segrega-
cases the surface interaction parameter is ES/k = -4.23 tion curves using the theoretical interaction parameter at
K, calculated the same way as the theoretical bulk value temperatures of 1000 and 600 K. As with the
but with the strain term set equal to zero. Since the Hg1 _,CdTe case, Hg segregates to the surface layers
theoretical parameter is small, both regular and QCA re- with the amount of segregation increasing with decreas-
suits are very close to the ideal case. The layers concen- ing temperature. In addition, the layers below the sur-
trations beneath the surface are very close to the bulk so face begin to show appreciable deviations from bulk con-
are not shown. As expected, all figures show that for all centrations as the temperature decreases. In order to

show the effect of strain release in our calculations, each
figure also contains calculated results where the surface

1.0 interaction parameter is set equal to the bulk interaction
( parameter. Note that in each case, the amount of segre-

I" agation due to strain release is reduced in the HgTe-rich

0. side and to a smaller degree the amount of segregation is
a su5,r5ooS ) ,,./ enhanced in the ZnTe-rich side. This confirms the state-
0 Sm, /A,, ments of Wynblatt and Wu' 2 ' 3 in regards to segregation

0.6 .. in dilute compounds.
Figures 3(a) and 3(b) show the results using the experi-

0.4 mental interaction parameter at T = 1000 and 755.7 K.
The last temperature is the critical temperature for mis-
"cibility calculated in the regular solution theory
(T,=ZE/2k). As expected, the trends are the same as
with the previous case. More segregation is observed be-
cause of the increased value of E/k T.

0.0'
0.0 0.2 0.4 0.6 0.8 1.0 IV. DISCUSSION

HgTe X bZTe Models for surface segregation within the framework

of the regular and quasichemical approximations have
1. b) T been applied to the 1l-VI compounds Hg,. 1 Cd.Te andfb) T =7S5.7K

I" I Hg,._,Zn1 Te. As mentioned in the introduction, it has

0.8. ---. been suggested that Hg, I-,,ZnTe might be a better can-
-- swficoNoSutr,,mo) didate for an infrared material than Hg1 _.Cd1 Te. In re-
--- sWW ,- gards to surface segregation, our results show this to be

0.6- • L- / the case. Let us compare the amount of Hg enrichment
at the surface around the bulk concentration Xb

X =0.1-0.3, the typical region for infrared applications.
0.4/' Referring back to Figs. 1-3, for any given temperature,

more Hg segregation is seen in Hg1 _1 Cd1 Te than in
0.2. HglxZn1 Te, with the effects of strain release providing

even less Hg segregation in the Hg-rich side of
Hgl-xZnxTe. Figure 4 shows the layer concentrations at

o. . the growth temperature of 973 K for Hgo.soCdo 2oTe and
0.0 0.2 0.4 0.6 0.8 1.0 Hgo g5Zno. 15Te. A: these concentrations, both have ap-

wgie X b ZnTe proximately the same band gap. The experimental in-
teraction parameters were used in the calculations. The

FIG. 3. Fractional surface concentration (x,) of ZnTe as a reduction in Cd at the surface layer for Hgo g0Cd0o20Te is
function of the fractional bulk ZnTe concentration (xb) at the 65% while the reduction in Zn at the surface of
(Ill) face of HglZnTe at temperatures of (a) T=IO00 K Hgo. 5 Zn0.15Te is only 28%.
and (b) T = 755.7 K. All nonideal curves were calculated in the In general, let us reiterate the basic conclusions that
quasichemical approximation with the experimental interaction have come about from our studies.
parameter (E/k = 125.96 K). (i) The amount of surface segregation on the top layer
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0.25' mined in this formalism by the difference in our surface
--- ,-- nand bulk interaction parameters. As with dilute alloy
-- t- nt zcases, if A is the atom that goes to the surface most easily

S 0.20' in the absence of strain, then strain release in A.BI_ 1 C

pseudobinary alloys will reduce segregation at the BC-
C rich side and enhance it somewhat at the AC-rich side.

The models presented here have considered only pair
0.15 interactions. Cluster models, where the alloy is divided

up into microclusters of arbitrary size and all interactions
within the cluster considered, are better suited for zinc-

0.10- blende structures and provide a measure of short-range
"correlation in the alloy. 19 The application of a cluster
model in surface segregation studies should provide more

0.05. exact results, especially at temperatures below the critical

2 3 4 temperature for order and/or disorder. However, to pro-
LAYER gress beyond predictions of trends more accurate esti-

mates of the segregation interaction parameters are need-

FIG. 4. Layer concentrations at the growth temperature of ed.

973 K for Hgo 80Cdo 20Te and Hg0 g5Zno ,Te. Experimental in- While our results for II-VI alloys have agreed qualita-

teraction parameters were used. tively with metallic systems in regards to their surface be-
havior, we have not found any specific surface segrega-
tion experiments or semiconductor alloys to compare

depends primarily on the difference in the vacancy forma- with. We call for experimentalists to look into this
tion energies, AEA -AEB, which is the difference in the phenomenon in this important class of alloys.

energies required to move the constituent atoms from the
bulk to the surface in the alloy. As expected, the
weaker-bonding elements segregate to the top layers. ACKNOWLEDGMENTS
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ABSTRACT

We argue that passivation of HgCdTe and HgZnTe is related to tendencies

of the alloy constituents (and impurities) to segregate to interfaces. In the

worst case, the surface is so Hg-rich that it is a semimetal. We present a

model that offers insight into the mechanisms driving segregation for these

alloys to vacuum, CdTe, ZnTe, ZnS, and various oxide interfaces, The

crystal-orientation-dependence of the effect is also discussed. We con-

clude that segregation is minimized by using CdTe or ZnTe as the

passivant.

I INTRODUCTION

This paper presents a model of the behavior of various passivants used on

Hgl-xCdxTe and Hgl.xZnxTe alloys. The model is capable of explaining many of the

phenomena that impact surface leakage, which surfaces are passivated most easily, and

how various passivants modify active device elements. The model treats segregation of

the alloy constituents at interfaces and is extendable to impurities. In all alloys, the equi-

librium concentration is never constant from the bulk to an interface (particularly a free

" This paper was presented as an added paper at the 1989 meeting.
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surface); one species always segregates preferentially. 1 The interface concentration gen-
erally returns to its bulk value in a few atomic spacings, depending on the material in the

passivating coating and the effective temperature at which the equilibrium is established.

Segregation of this sort is well-documented in metal alloys, 2,3 but has received little

attention in semiconductors. Concepts developed in the metals literature have been

incorporated into our formalism. At this point ,many quantitative details of the model are

still incomplete; however, we have identified the major underlying physical phenomena

and trends among a broad range of effects can be deduced from the model's logic

structure.

I1 DISCUSSION

The vacuum surface of an AI.xBxC alloy will be discussed first. For definiteness,

consider a (111) A surface. Under ideal circumstances, this surface is cation-terminated,

and each cation makes three bonds to the underlying anion layer and having one dangling

hybrid pointing to the vacuum. In our calculation, the solid is thought of as a collection

of anion and. cation layer pairs.1 Interactions among the atoms in each layer and between

the layers are summed to get the enthalpy of the solid. The entropy is also evaluated

using a new quasichemical combinatorial method.4 The free energy is minirirzed to find

the composition xi, i = 1,2,3.... of each layer. Details of this method can be found in prior

publications. 1,4

1Patrick, R.S., A.-B. Chen, A. Sher, and M.A. Berding, 1989: "Surface Segregation in
Pseudobinary Alloys," Phys. Rev. B, Vol. 39, No. 9, pp. 5980-5986. Reference to much of the
relevant literature of this subject can be found in this paper.

2 Williams, F.L., and D. Nason, 1974: Surf. Sci., Vol. 45, p. 377.

3 Kumar, V., D. Kumar, and S.K. Joshi, 1979: Phys. Rev. B, Vol. 19, p. 725.

4 Sher,. A., M. van Schilfgaarde, A.-B. Chen, and W. Chen, 1987: "Quasichemical
Approximations in Binary Alloys," Phys. Rev. B, Vol. 36, No. 8, pp. 4279-4295 (September).
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Two major effects drive segregation. The first, referred to as the chemical driving

energy, is related to the fact that the solid can minimize its enthalpy by having the con-

stituent on the surface that makes the weaker bond. However, having all of one class of

atoms on the surface is unfavorable to the entropy. Hence, the surface concentration is a

compromise. The second driving mechanism is strain release. An impurity that has a

bond length mismatched with the major constituent has less strain energy on the surface

than in the bulk. Hence, the low concentration constituent of a bond-length-mismatched

alloy tends to go to the surface, e.g., in Hg l_xZnxTe for x > 0.15, the Zn is driven to the

surface. Near x = 0.5, neither species is preferentially driven to the surface by strain

release, and in the high-concentration region the opposite species goes to the surface. If

the low concentration species also makes the weak bond, then the two mechanisms rein-

force one another and enhance segregation; in the opposite case, they compete and seg-

regation is reduced. In Hgl-xZnxTe for x < 0.25, the mechanisms compete so as to

reduce segregation. Strain release plays little role in Hgl-xCdxTe, because the

components are nearly bond-length-matched.

In both HglxCdxTe and Hgl-xZnxTe, the equilibrium surfaces are Hg-rich relative

to the bulk. The layer concentration returns almost to that of the bulk by the second

layer. However, in both cases, for x in the range used for long-wave detectors, the

surfaces are semimetals that look n-type. Thus, any passivation procedure must begin by

carefully removing any equilibrium surface layers. Figures 1 and 2 show the equilibrium

vacuum surface concentration versus the bulk concentration for a sample equilibrated at

973 K. If a lower temperature had been used, the segregation would have been more

severe. One problem with HgCdTe may be that diffusion persists to low temperature;

hence, the effective equilibration temperature may be low.

The (111) A surface has one dangling cation bond. The (110) surface also has one

dangling cation bond, but the bond density is higher than on the (111) A surface. Hence,

the (110) surface segregates slightly more than (111) A. However, there are two and

three dangling bonds per cation, respectively, on the (100) and (111) B surfaces. Hence,

those regions of the surface that are cation-terminated should be progressively more diffi-

cult to passivate, at least in Hgl-xCdxTe, where the chemical term dominates. However,

particularly for the (111) B surface, a fair portion of the surface will be Te-terminated.

e underlying cations will then make four bonds to Te, just as the bulk atoms do. Thus,
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passivation should be easy in these regions. Because the Te-terminated patches are easy

to passivate, and because the cation-terminated patches are difficult to passivate, this is

another source of variability for imaging arrays.

The way these effects are modified by CdTe and ZnTe capping layers is also shown

in Figs. 1 and 2. For Hgl-xCdxTe, the segregation in Fig. 1 is almost completely

removed by both passivants. The reason i, that the cations at the interface between the

HgCdTe and the capping layer now make four Te bonds, just as they do in the bulk. As a

consequence, the only energy difference between a Hg or Cd in the bulk and at the inter-

face stem from small metallization-induced local bond and small back-bond changes.

The effect of these passivants on Hgl.xZxTe seen in Fig. 2 is less complete because of

the strain release contribution. Here, the ZnTe leaves the interface slightly Zn-rich, while

CdTe leaves the interface slightly Hg-rich relative to the bulk. However, both passivant

materials still are reasonably effective.

The results in Figs. 1 and 2 are idealized: They are calculated as if the CdTe and

ZnTe passivation layers stay fix'-A at the equilibration temperature, 973 K in these fig-

ures. This is unrealistic, the CdTe will certainly interdiffuse with, for example, the

HgCdTe to leave a graded concentration region at the interface that is Cd-rich. This grad-

ing would have a range determined by the time diffusion is permitted to occur and could

be many layers thick. On the other hand, the ZnTe will not interdiffuse into the HgCdTe,

if after it is deposited, all processing remains below the critical spinodal transition

temperature. Thus, ZnTe may prove to be a more temperature-stable passivant. Only a

few atomic layers of ZnTe are needed to serve as the passivant; accordingly, strain-

induced misfit dislocations can be avoided. If a thicker insulator, or a protective layer is

needed (rather than just a layer to cut down surface leakage), CdTe or some insulator can

be put on top of the ZnTe to finish off the passivation.

The effect of ZnS, Photox, SiO2 , or anotic oxides can also be deduced from this

model. Take ZnS as an example. Now on the (11) A surface, the extra cation bond is

made to a sulfur. The CdS and HgS bonds are much stronger than CdTe or HgTe, respec-

tively, and the CdS bond is much stronger than HgS. Thus, the CdS bond dominates the

behavior, and Cd preferentially segregates to the interface. While this is preferable to

having a Hg-rich interface, because it opens the bandgap rather than narrowing it, other

troublesome side effects may be caused. We have not yet discussed dopant
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(nonisoelectronic impurity) segregation. If the dopants preferentially segregate to the

interface, that too can cause high surface leakage. Most impurities also make stronger

bonds to S than to Te, and so will tend to segregate to the interface. No quantitative anal-

ysis of these effects have been done yet, but the direction of trends is clear.

Oxides will behave like the sulfides, but the likelihood of epitaxial interfaces over

substantial regions is smaller. Hence at a (Q11) A interface, for example, where the bond

density of the semiconductor and capping layer are grossly different, one expects, a

distribution of cation-oxygen and dangling bonds. Thus, segregation will be driven by

the statistical average of these effects over a given domain. If different domains have

different oxide crystal orientations, stoichiometries, or (in the native oxide case) different

compositions (e.g., tellurium oxide, cadmium oxide), or mercury oxide, then there will be

segregation patterns over the Hgl-xCdxTe surface with different cd and dopant

concentrations. As long as the interface is always Cd-rich, this may cause minimal
problems, but it is bound to affect the uniformity of array performance.

M SUMMARY

The model presented here is incomplete, but broad guidelines for Hgl.xCdxTe passi-

vation can be stated:

The top few layers of material must be removed before deposition of a passiva-
tion layer.

"* Te-bearing compounds are the best materials choice to minimize interface con-
centration profiles.

"* Epitaxial layers are best, but if polycrystalline materials are used, they should at
least be properly oriented polycrystals.

"* ZnTe may be more stable against interface thermal degradation than CdTe.

"* The easiest orientations to passivate are the (111) A and (110), and progres-
sively harder ones are cation patches on the (100) and (111) B surfaces and on
these latter surfaces careful treatments to avoid cation patches may be espe-
cially helpful.

"* Nothing has been said about radiation damage hardness yet, but the model
obviously offers a logic structure in terms of which to understand the question.
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Abstract. The band structures of HgTe, CdTe, ZnTe, the alloys Hg, - ,CdTe (NCT)

and Hg, - Zn.Te (HZT), and several small-gap superlattices (SL) are calculated
using a tight-binding model. Our calculations show a nearly linear dependence of
the energy gap on the concentration in HCT, but a strong non-linear variation in HZT
The electron mass as a lunction of the band gap is found to Ue the same in HCT and
HZr in the small-gap region. Our calculated sL bands, in fair agreement with the
most recent experiments and theories, support the assumption of a large valence

band offset (350 meV) between HgTe and CdTe.

1. Introduction two models is in the valence band width. Our model puts
the X3, level at the experimental values [51 of - 5 and

Because of structural weakness in Hg ._Cd.Te (Hc-r), -5.5eV respectively for CdTe and HgTe. while the cs
the Hg: ,Znf,Tc alloys (HZT) and related superlattices model sets it about 2eV deeper. Since this discrepancy
(SL) may become competitisc infrared materials. In this happens at an energy far from the fundamental gap. it
paper we examine the important parts of the band should not strongly affect the band structures of the SL
structures of HCT, HZT and several SL systems. Our study near the gap.
is based on a second-neighbour tight-binding (SNTB)
model, which has been implemented for all the systems
concerned, including the pure compounds, the alloys and 3. NCr and mz alloys
the SL. The spin-orbit interactions and the strain effects
in the SL are also included. The alloy disorder is treated The band parameters of the pure compounds are used in
within the molecular coherent potential approximation the alloy calculation without any further adjustment. The
(MCPA) [1.2]. The SL band structures are calculated using dominant disorder in HcT and HZT comes from the large
a difference equation approach [3]. difference in the s-term values between the cations.

However, the fluctuations in the off-diagonal matrix
elements will also affect the detailed band structures. This

2. Pure compounds HgTe, CdTe and ZnTe alloy disorder is treated within the MCPA as described in
[1, 21.

The SNTB model uses four orthonormal local s- and p- The major results for the alloys are presented in figure
orbitals per atom. The first- and second-neighbour inter- 2, where the band gap is plotted as a function of the alloy
actions are assumed to be of the two-centre type. The s- concentration, and in figure 3, where the conduction
term values t, are taken such that the -i, are the band mass is plotted as a function of the band gap. For
experimental first ionisation energies of the atoms. The p- HcTr the band gap E. deviates only slightly from the
term values t, and other interaction parameters are straight-line average of the pure compound values, E.
adjusted to fit thc important band quantities of the pure However, HZT shows a significant bowing below the
compounds. Figures 1(a) l(c) display the calculated average value. Figure 3 indicates that the m,*-value for a
bands for the three pure compounds. In comparing the device operating at the same wavelength in the narrow-
present model with the most popular TB band model for gap region is nearly the same whether HCT or HZT is used.
the HgTe CdTe SL by Schulman and Chang (sC) [4], we Finally we note that the present calculation agrees with
found that the bands around the gaps from both models [2] in the MCPA self-encrgy, indicating that the disorder
are rather similar. The largest discrepancy between the effect on the lifetime is important only for states well
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Figure 2. The band gaps of Hg, - ,Cd,Te and Hg, _Zn,Te Figure 3. The electron masses of Hg, -CCdTe and
as a function of the alloy concentration x. Hg, - ,Zn.Te as a function of the band gap

above and below 'he band edges in both HCT and HZT, apparent from the theory that the band shrinks as the
and is not a limiting factor on the mobilities of electrons ratio nm increases, whereas the experimental data show
and holes in the low-field transport in HCT and HZT. an increase in the gap going from the (16. 16) to (17, 15)

samples. For those samples in which there is a clear gap.
our calculations with AE, = 350 meV are seen to agree

4. Superlaffices with experiments slightly better than the sc model. The
comparisons for the first three systems with (n,m) equal

To use the TB model to treat the SL. we further allow a to (24, 9). (25, 10) and (24, 15) are less transparent,
rigid shift of all the term values in a slab with respect to because the SL band structure has a nearly zero or
the other to produce the desired valence band offset AE,. negative gap. While we only list the gap at k = 0, the
Table I compares our calculated band gaps at k = 0 for actual gaps may occur at other k points. The complexity
the (001) SL HgTe,'Cdo 8,Hg. 0 Te with the experimental of the bands may be illustrated by comparing our bands
and theoretical values based on the sc model quoted in for the sample with (n, m) = (26 9) shown in figure 4 with
[6] for several combinations of slab thickness repre- those in figure 9 of [6] for the same system using the same
sented by the numbers of double layers of atoms (n, m) in AE, = 350 meV.
the slabs. First we see a small but consistent discrepancy In figure 4 the bands are plotted along k: (perpendi-
between the two theoretical models. The sc model yields cular to the slab) and k, (parallel to the slabs). Along k.,
a gap about 10 30 meV smaller than ours. The experi- all the bands which are derived from the heasy-hole
mental data are in better agreement with the calculations bands of the slabs are practically horizontal lines owing
with a valence band offset AE, = 350 meV between to the large AE, used. The only two bands with apprecia-
HgTe and CdTe than with AE, = 40 meV. However, the ble dispersion are those derived from the conduction
agreements are not really satisfactory. For example. it is band and the light-hole band. The one derived from the
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Table 1. Comparison between the calculated band gaps (in meV) in the present
work with the experimental and tneoretcal values ot [61 for the

(001)HgTe;Hg,j ,_.Cdo 8•Te superiattices

NO of layers Theory Experiment [6]

(HgTeIHgCdTe)
AE,= 40 meV AE• 350 meV Transport Optical

Present [6] Present [6]

(24.9) 33 5 - 1 - 30 < 5 - 16
(2410) 37 12 2 16 -26 <8 - 10
(24.15) 65 51 16 1 < 5 - 3
(19.12) 89 68 43 25 35 41
(18.14) 107 89 56 42 54 53
(16,16) 135 119 81 70 56
(17,15) 121 104 68 55 80 64
(18.18) 117 104 61 50 81

1 5 Conclusions

S... ,,=0•sThe band structures for the pure compounds HgTe,

CdTe and ZnTe, their alloys and the SL made from these
_ o-systems hav'e been studied using an SNT8 model. The

>e .. _.: results for the important parts of the band structures for

"_________the pure compounds and alloys are in substantial agree-
S~ment with our presious results [2] based on a more

-SO-f • •_•elaborate scheme. The most important result for the

alloys is that HZTr is as good an infrared material as HC-r in
terms of the electronic structures in the smail-gap regton.

-0: 0 002Our results for the sL. in fair agreement with the most
00 00 0 0?2 01. 0 6 08 1 0 recent theoretical and experimental studies, support the
A. 12n/o) A, l,/dl assumption of a large valence band offset of 350 meV'

Figure 4. The calculated band structure of(01 between HgTe and CdTe. However, the St band struc-
HgTe/Hgo ,5Cdoa5Te superlattice with the numbers of ture is less understood than that in the alloys. More
layers (n. m) = (2o, 9) and with a valence band offset detailed comparisons between theories and experiments

A =350 meV between Hg7e and CdTe. are needed to improve our understanding or the band

structures of small-gap superlattices.

conduction band crosses a heavy-hole band at k: = ka=
0.35rrd in our model and at kd = O.42ir'd in [9], where d Acnweg nt
is the SL period. This is therefore a zero-gap system. The
light-hole mass for the band along I. for k: = kd. as This work was supported in part by the US NASA,
shown by the broken curve, is extremely small. r* < AFOSR and ONR.
0.001: this was also found in the Shubnikov-de Haas
experiment on the hole orbit of this system by Seiler et al
[7]. who also found a sudden increase in the mass going References
from the low to the high magnetic field. They' indicated
that the rapidly changing mass as a function of k, can [1] Hass K C. Lampert R J and Ehrenreich H 1984 Phy~s.
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The band theorý of Korringa. Kohn, and Rostoker ýKKRý based on the Green-function method
is extended to space-filling potentials. A numerical test using the Mathieu potential shows good
convergence for the bands up to 1.5 Rý with I ' 4 included in the angular-momentum expansion for
the %%ase functions. Our results strongl, support the applicability of the ,ull-potential KKR to bulk
electronic-structure problems.

I. INTRODUCTION the full-potential method discussed here. The results ob-
tained here should encourage the application of this

The Korringa. Kohn, and Rostoker (KKRI band theory to real crystals.

theory' ' is an elegant theory for the one-electron energy I1. THE FULL-POTENTIAL KKR EQUATION
bands in a closed-packed crystal for which the muffin-tin
IMT) construction for the potential is a reasonable ap- In this section we want to sho% that the Kohn-
proximation. To expand the scope of application, consid- Rostoker integral equation can be simply extended to ob-
erable effort has been expended to extend the KKR tain the full potential KKR theory. The Schr6dinger
theory to full crystal potentials. ' One concern about equation in the band calculation
such extension is related to the so-called near-field correc-
tions (NFC) (Refs. 3-51 arising from the expansion of the t - J'4+ Ir 'k r=Eil'k r) I'
KKR Green function bevond the muffin-tin region. Al- for a full cry.stal potential Vi r) is equivalent to solving
though there are proofs.'"' showing that NFC do not I
exist, questions have been raised about the applicability the following integral equation:

of the theory.'2  Since space-filling potentials are non- 4,k E,r) f Gk E:r,r',I"r')V'k E, r'ldr' ,21

spherical and the Wigner-Seitz cell boundary is not
smooth, we are further concerned about the speed of con- %here the integration is over the Wigner-Seitz cell of
vergence in terms of angular-momentum (1) expansions. volume -,, and k is a crystal wave vector. Gi,(E;rr') in
In this paper the integral equation approach of Kohn and Eq. (3' is the KKR free-electron Greer's function:

Rostoker2 (KR) is used to derive the full-potential KKR I exp[i(K• +k)'ir- r')]
(FP-KKRW equation explicitly. One advantage of our Gk E;r,r')= -- I 3
derivation is that all the quantities involved are functions 7 ,, iK,k k) - E

of r within a unit cell. Thus we can avoid the uncertainty where K, are the reciprocal-lattice vectors. Alternative-
in extending the wave function beyond the unit cell en- ly Gk(E~r~r can be expressed as
countered in some other derivations. 1 We have also y
tested the convergence by comparing the numerical re- Gk (E;r,r')
suits with the exact solution for the Mathieu poten-
tiali 'ý in the simple-cubic crystal. Excellent results for I exp, iK r- r'- R'
the band structure in the energy range of interest are ob- 4r r'-R, expikR, . 4'
tained with a maximum value of! --4 included in this ex-
pansion. where K E for E >0 and K=iv E for E <0, andR,

The fact that the Mathieu potential is exactly soluble are the lattice translation vectors. To derive the FP-
gives it an advantage for testing purposes over working KKR equation, we first observe that Eq. (3ý can be cast
with realistic potentials. 4, - 7 Our test complements the into a surface integral,
empty-lattice potential"' 2• to provide a stringent test for f [ GkE r, r')V'LfE.r'
the FP-KKR theory. The strong angular-momentum
dependence in the Mathieu potential gives a good repre- -Vik(Er')V'Gk(E;r,r')].dS'=O , 50
sentation of the anisotropy that is present in the open
structures pertaining to many semiconductors and insula- where S. is the surface of the Wigner-Seitz cell.
tors. The restriction of the KKR to closed-packed met- Since the r' in the surface integral exceeds the
als imposed by the muffin-tin approximation is lifted b% muffin-tin radius r,,. "e need to consider the expansion of

10 976 c 1990 The Amencan Physical Society
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the Green function bevy)nd the original range of Kohn tral point of contro%•r-,,, %%e rederise the results esplic"-
and Rostoker. Several authors have already considered IN in the Appendix for the range of r and r needed hcy.:.
this point. For simplicity, we shall only consider the case We show that the expansion
with one atom per unit cell. Since this expansion is a cen-

GktE;rr')= I I I [i'" r'BLLfkE)JLiKr)JI 'K'r'I--Kbl J!IKr).\'L(Kr']i,

is valid as long as both r and r' are inside 7 and satisfy the The basis function 4)_iE,ri is a regular solution to the

following condition: Schrodinger equation inside 7,

r < r', < AR for all R, =0 . (7) [ -V-2- ,V(r)]PLE.r)=E4PE.rn.

In Eq. (6) the notations JL(Kr)=jj(Kr)YL(r) and and behaves like JL(Kr) at the origin r r0,-0, which is

N (Kr) = nl(Kr 1YL (r) are used, where j, and nj are, re- typically the location of the atomic nucleus. This basis
spectively, the spherical Bessel and Neumann functions, set can be calculated using the following integral equa-
YL is a real spherical harmonics, and L represents the tion:'
double indices (I,m). BLL.(k,E) is the usual KKR struc- I,

ture constant.-" We note that for any *r! smaller than L' E
r,, the condition in Eq. (7) is satisfied for all r' contribut-

ing to the surface integration in Eq. (5). The condition 101

r'l < R, in Eq. (71 holds for most lattices: exceptions where gL(E;r,r') is a free-particle Green's function and
are those, for example, with long narrow cells. For such is defined as
cases, this condition can be satisfied by breaking the unit
cell into smaller cells including so-called "empty cells" g E ;r,r')= K[JL(Kr)N-L(Kr')--'(Kr) J L Kr')] . It
which do not contain an atomic nucleus.

The wave function inside the cell 7 can be expanded in We note that the basis function "1L)E,r) is coupled to

a basis set 1 CYL)E,r( as other angular-momentum channels for r > r0, because the
crystal potential V(r) is not spherical.

t,'k(E, r ,aL(k,E )4i (E,r) . (8) The expansions of G in Eq. (6) and of d, in Eq. (8 can
L be substituted in Eq. (5) to obtain

.J~L (r) j.. i i .i '-"'BLL,(k,E)SL',L.(E) I KrCLL.,(E) la -A( ,E)=O0, r < r,, , 12)

where We note that our derivation is similar to Nesbet's
derivation.' We hope, however, that the above explicit

SL - J~tJLr" •L,..E,r'd]dS' , (13) derivation may be more accessible to some readers. It is

also useful for establishing the notation necessary for the
and description of the application of FP-KKR theory to the

CLL..(E)E=KfS [.\L'Kr'),,L..IE.r')].dS' . 14) solution of the Mathieu potential which constitutes the
main result of this paper.

In the above, the notation [F 1,F,] -FV'F,-F.V'F, III. CALCULATIONOF S AND C MATRICES

has been used. The surface integrals in Eqs. (13) and 114)
a-e over the boundaries of 7 as indicated by S_. Since The surface integrals for the S and C matrices in Eqs.

JL(Kri in Eq. (12) are linearly independent functions, the (13) and (14) can be very time consuming. It is desirable
following set of homogeneous equations holds: to seek simplification of these calculations in a real appli-

I -,, E E Ication. One plausible approximation which is consistent
.[ B. L'(' (SL.L..(E)j with the KKR spirit is to expand every quantity involved

L' L' Iin angular-momentum components. Equations (13) and

(14) are equivalent to the volume integrations

+KCLL.(E) aL..(k,E)=0. (15) SL.L(E)=Kf •J.f (Kr)V(r)4'L(E.r)dr (16)

This is the FP-KKR equation that we are after. and
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CL.L(E -LL.+KfNL.(Kr)Vir)4L(Er)dr (17) A'ýL(E;r)= f,'gLaE;rr')Vr¼FLE;r'dr'
L'

One can free the limits of these integrals by replacing the
crystal potential V by the truncated potential VT, + f ''

(r 1(rc (r) (18) (26)

where at r) is a step function and is defined as iteratively using angular-momentum expansions for all

I ( , for r within 7 quantities involved.
a~r)= 0. otherwise (19)

0 IV. APPLICATION TO MATHIELT POTENTIAL

The angular-momentum expansion for the basis function To test the accuracy of the FP-KKR equation and the
is assumed to be convergence in angular expansion described above, we

(IL(E,r)= 7,1hL.L(E,r)YL,(r) (201 applied the theory to the Mathieu potential'3 " of the
_LL form

ancicas 2fy__ 2ry ff

and the truncated potential vris expanded asVr)= - U0  + +cos-

'r(r) = _ -r) YL r) .(21) co a a a
r( where we took the lattice constant a to be 21r times the

The integrations in Eqs. t16) and (17) can be reduced, re- Bohr radius and the potential parameter -0 to be 0.5 R%.
spectively, to the simple radial integrations Because the potential is separable, the eigenvalue prob-

, lem reduces to three one-dimensional problems. The
SUL,(E)=K fjL.rVL.t..rL..L(E,r)r dr (22) band structures and correspcnding wave functions can be

L" computed to the precision of the computer and can be re-

and garded as "exact" in the numerical comparison.

The Mathieu potential is poorly represented by the NIT
CL.L(E) • 6 L.L+K f nL.(Kr)VL.L.,(r) approximation, because the simple cubic structure is

L" 0 rather open and the potential has a large variation in the
XIL,.L (E,r)r~dr , (23)

where r, is the radius of the circumscribing sphere of the _. ___

W igner-Seitz cell. The VLL,(r) is given by0.61 cio]
VLL fr '(CV"r) Y,,.(r)dfl o | ._,.. ......... ....

"- L *L -L" V ~ } ( 2 4 ) o .

L

where _._______________

C!L. L" .(Y rY..(r~dfl (5
Z0.0

is a Gaunt coefficient. r
Note that in the above the basis function 4 L(E,r) is -0.8

assumed to be calculated from Eq. (10). where V(r) is the -
full crystal potential. This is the same procedure used by
Brown and Ciftan (BC).' The original Williams-Morgan 3

(WM) approach, however, used the truncated potential 0.8 1

V T for the calculation of the basis function in Eq. (10). If o.o
expansions of the potential and (PL in Eq. (10) include all rs
the angtilar-momentum components, both approaches
probably will give the same results for the band structure, -1.6

poiebohcneg.11.21 0
provided both converge• In practice, the expansion is r
limited to a certain t ma,; therefore, these two approaches FIG. 1. Angular-momentum expansion of the Mathieu po-
yield different results. tential along [1001, [110]. and [1111. The solid circles represent

In the actual calculation of the basis functions using ei- the continuous crystal potential VI r and the solid lines are the
ther [or V 1, we first write the potential as the sum of V0 truncated potential V'(r). The dotted and the dashed lines are
and A V, where 1', is the spherical part of the potential the sums of the angular-momentum components up to I = 8 for
and. AV is the rest. We then solve for the radial wave '(r) and V1(r. respectively. r_ r_ and r are the distances be-
ftiiction f, corresponding to 1',. Similarly, the basis is tween the origin and the face. edge. and corner of the cube, re-
written as 4t = FL - A4. where FL =f, Yj . and A)tL is specti'el%. Notice that the dotted line and the solid circles are
solved from the integral equation not distinguishable in the figure.
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interstitial region. For example, with V0 set to be 0.5 Ry, cause of sharp edges and corners in V'ir), the angular-
the MT constant potential is V =LU0 9/n'(6-ir)] momentum expansion is only slowly converging. This is
---0.501 116 Ry, while the actual value of the potential evident in Fig. 1, which shows sizable errors made in all
varies from -0.5 Ry at (1,0,0)a to 1.5 Ry at (-,1,1)a. three directions [100], [110], and [ill] in the expansion

When the full potential in Eq. (27) is expanded in cubic of V' up toImax =8.
harmonics Vtr)= IL VL(r)KL(r), VL(r) is proportional We have carried out the FP-KKR calculation using
to - Uojl(21rr/a), and the series converges very fast. the wave-function expansion in Eqs. (10) and (24) up to
With an /m,,=8, one can achieve a converged V(r), as max =-4. The basis sets are calculated using both the BC
shown in Fig. 1. However, in the expansion for the trun- and WM approaches with the potentials expanded up to
cated potential, VT(r)= V(r)a(r)=1L V[(r)KL(r), the l =8. Results from the MT-KKR approximation are
components also obtained for comparison.

In Fig. 2(a), the solid lines represent the -exact" band
Vr=" f ( rd( structures for the Mathieu potential. The dots are theV[()JKL(r)V~r(rkdr (28) MT-KKR results. Despite the crude approximation in

the MT potential, the lowest band is still reasonable. The
have to be carried out numerically with great care. Be- MT approximation becomes worse at the higher energies,
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1.02

0.9

0. 0.5

0.7

0.6

S0.5 0

LJ 0.3 09 0

0.2

0. 1

-0.0

-0.21--13 ii_ __ _

-qF X M F -M

K (2"T/a)

FIG. 2. Comparison of (a) the muffin-tin KKR and (b) the FP-KKR band structures (the dots) with the exact results (the solid
lines) for the Mathieu potential. The symmetry points r, X, M, and R correspond to the wave vector at (0.0,0), t 1,0,0), 1, 1, ), and
(2 21,i ), respectively, in units of 2ir/a.
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as indicated by the large energy deviations and splittings ticeably different from those based on the BC approach

of the levels. For example, the "exact" bands from r to plotted in Fig. 2(b). However, there are slight differences

X from r to M around 0.9 Ry are degenerate due to between the results of the two approaches. For reference,

separability of the Mathieu potential, while the MT ap- we list the deviations of both the BC and WM ap-

proximation lifts this "accidental" degeneracy. proaches and the "exact" energies in Table 1. While the

The full-potential KKR results are compared with the WM approach gives a larger deviation in the lowest-

"exact" band structure in Fig. 2(b). The dots are now the energy band around R, the overall rms deviations of these

FP-KKR results and are calculated based on the BC ap- two approaches are similarly small. These results imply

proach. The agreement is excellent and rather uniform some freedom in the choice of basis functions. Proided

up to 1.3 Ry, The calculation even preserves the acciden- that reasonable approximations are made in the represen-
tal degeneracy at r at energy 0.88 Ry. The lowest band tation of the cell potential V' and in the calculation of

has a detectable deviation of 0.016 Ry at R, but has very SLL and CLL. from Eqs. (21) and (22), it appears that the

small root-mean-square (rms) deviation. The deviations FP-KKR equation will give reasonable bands indepen-

at R and some other energy states are probably due to the dent of the exact algorithm for obtaining the (PL, e.g.,
truncation in the angular-momentum expansions. The from V(r), VT(r), or other smooth potentials augmented
FP-KKR bands based on the WM approach are not no- to V.
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FIG. 2. iContinued.
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TABLE I. Deviations of the FP-KKR band energies, AE functions expanded up to 'ma• =4 and the potential up to
from the exact ,alues E_., for the Mathieu potential at several 1,,, = 8, the FP-KKR theory as described above gives ex-
smmetry points. The subscripts WM and BC stand, respecti, e- cellent results for the bands in the energy range needed
ly. for the Williams-Morgan and Brown-Ciftan approaches de- for solid-state applications. With this method, one
scribed in the text. All energies are in Ry. should be able to deal with solids having open structures,

Symmetry such as semiconductors, for which MT-KKR is not suit-

states AE,, AEbc E, able.
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Here we want to show that Eq. (6) is valid when Eq. (7)
is satisfied. Following Kohn and Rostoker," we separate

V. SUMMARY Gk of Eq. (5) into two parts,

The main purpose of this paper is to test the accuracy Gk(E;r,r')=go(k,E;r,r')+g , (k,E;r,r') , (Al)
of the FP-KKR theory in band-structure calculations.
To help eliminate doubts about this theory, we have de- where go is the singular part,
rived the FP-KKR equation explicitly from the Kohn- I exp~iKir-r'!)
Rostoker integral equation. This FP-KKR theory still go(kE;r,r')= -4 _ r-r ' (A2)

preserves the clear separation between the structural and
potential information possessed in the MT-KKR equa- and
tion. The potential information is contained in the S and g( I k, E: r, r')
C matrices, which can be easily calculated if the basis
functions and potentials are expressed in angular- 4I7 , exp(iy r-r'-R! x(
momentum expansions. Such expansions are desirable in 4 0 -r'-R7'-op k Rr'-R,(A3)
a realistic calculation. The whole procedure has been
tested against the exactly soluble Mathieu potential in the For r < r' <R• and for r and r' inside r, the first part has
simple-cubic structure. Because of the openness of the the expansion go= -iKYLJL(Kr)H_(Kr'), where
structure and the high anisotropy of the potential, this HL(Kr)=JL(wr(+iL(Kr. Under the same condition for
potential provides a challenging model to test against any r and r', IrI < ir'+R,! also holds for a Wigner-Seitz cell,
band-structure theory. Our results show that with wave so that the following expansion is valid:o'8

eXp(iKIr-r'-R, L
R, -K JL(KO)HL (K(r'± R,

K IJL Kr)tLL.KR )JL.(Kr') ,A4)
L L'

where

Yy'LL.(KR, ) i=4 !.i - CL,HL (KR,) (AS)
L2

L ,where CLL. is given in Eq. (25). Therefore the Green function has the expansion in Eq. (6) with the structure constant
given by

BLL .(k,E )= --iK 6bLL ._ý i'r-h ' Ht 7/LL-(KR, )exp(ik 'R, )l (A6)

t 5
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Abstract. Vacancies are known to play an important role in the Hg-based narrow-
gap alloys HgCdTe and HgZnTe. In this paper we summarise our recent
calculations of the vacancy formation energies in HgCdTe and HgZnTe. We find
that the vacancy formation energy in these alloys varies non-linearly with alloy
concentration, resulting in higher vacancy densities than those predicted on the
basis of a linear variation of the vacancy energies. Surface segregation in these
alloys is driven by bond strength and bond length differences. We review our
recent calculations which show that the chemical terms dominate in HgCdTe and
result in Hg-rich surfaces, while in HgZnTe the strain terms contribute as well and
result in a less Hg-rich surface, suggesting that HgZnTe surfaces may be more
amenable to surface processes such as passivation.

1. Introduction 2. Vacancies

The non-idealities of semiconductors always control de- The calculation of the properties of vacancies in semicon-
vice properties: this is true to an exceptional degree in the ductors is a difficult problem to which substantial effort
Hg-based narrow-gap alloys (HgCdTe and HgZnTe). In has been directed with various degrees of success. Most
this paper we review our recent work on two of these of these calculations have focused on the localised elec-
important non-idealities, namely vacancies and surface tronic levels. In HgCdTe and HgZnTe we are interested
segregation. Vacancies in HgCdTe are responsible for the in the relative ease with which the vacancies form in the
intrinsic doping in the material and their abundance has materials, and how the vacancy concentration varies
been attributed to the weak HgTe bond. Sher et al (1985) across the composition range. In particular, we want to
have suggested that HgZnTe may be a better candidate know whether, for an alloy concentration corresponding
than HgCdTe for infrared device applications on the to a given band gap. vacancies will be more of a problem
basis of calculations which showed the HgTe bond to be in HgZnTe or in HgCdTe. To answer this question. we
stronger in HgZnTe than in HgCdTe, implying a lower have developed a tight-binding model of the vacancies to
tendency for Hg vacancy formation. Below we review our calculate the vacancy formation energies E, in the semi-
calculations (Berding et al 1987, Berding, Chen and Sher, conductor compounds and alloys. This model is sum-
unpublished) of the vacancy formation energies in these marised below.
two alloys. The surfaces of these alloys play an important For the compound semiconductors a Green function
role in the various device-processing steps. Surface segre- method can be used to treat the vacancy as a point defect
gation in metal alloys is a well known phenomenon. in the otherwise perfect lattice. In the alloys the lattice is
Measurements (Buck 1982) have shown that the compo- not perfect and is in general disordered owing to the
sition of the surface may differ from that of the bulk, and presence of the two atom species located on the cation
such segregation is also expected to occur in the semicon- sublattice. Because of this disorder, an embedded cluster
ductor alloys. The same forces that drive vacancy forma- model of the vacancy is preferable for the alloys, so that
tion in these alloys also drive surface segregation, namely the near-alloy environment of the vacancy can be mo-
the relative strengths of the HgTe, CdTe and ZnTe bonds delled explicitly while the far environment can be treated
in the various alloy (and surface) environments. In this approximately (e.g. in the virtual crystal approximation
paper we review our recent work in this area (Patrick et or VCA).
al 1989). We have calculated E, for ZnTe, CdTe and HgTe
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using a tight-binding model based on Harrison's (1981) ments in the second-nearest-neighbour shell must be

parameters with the repulsive interaction energy selected considered. For both cation and anion vacancies the
to give correct agreement with the experimental cohesive alloy environment in the third shell and beyond is

energies in the compounds. The final state for the re- modelled in the vcA.
moved atom in free space has been used as a reference. Results for E, against the first- or second-nearest-
although various other final states can also be calculated. neighbour composition are shown in figure 1. The effects
Atom clusters with up to second-, third- and fourth- of the alloy environment are most dramatic for the anion
neighbour shells of atoms were used, and each was vacancy, as expected, because the cation substitution
coupled to an extended bulk using perturbation theory at occurs in the first-neighbour shell about the vacancy. A
the cluster boundary. Clusters are centred at the vacancy minimum occurs in E, for Te in HgCdTe and HgZnTe
formation site, and E, is calculated from a difference in and arises from the occupation of the defect states, which
total energies of the cluster before and after vacancy in this one-electron picture lie at higher energies in ZnTe
formation. and CdTe than in HgTe. Thus in clusters containing at

The Green function method was also used to calcu- least one Hg in the first-neighbour shell the defect
late total energies and E, for the compounds, using the electrons will occupy the lower-lying Hg-like defect state
same Hamiltonian. For the cation vacancy the cluster The effect of the alloy environment is less for the
calculations converge very quickly to the Green function cation than for the anion vacancy. For all cations, E, is
(effectively an infinite-cluster result). For the anion va- found to decrease as one goes to Hg-rich clusters in
cancy the convergence is not as fasL, an effect attributed HgCdTe and HgZnTe. Earlier calculations (Sher et al
to the more extended nature of the defect states produced 1985) based on bond strength modifications in the alloys
by the anion vacancy. The relative magnitude of the predicted that Hg v.acancies will occur more readily in
anion or cation vacancy formation energies for most HgCdTe than in HgTe. in contrast to the present predic-
compounds is not changed from the cluster to the Green tions. The current results show that the simple bulk bond
function result, so comparisons among the various corn- strength arguments are insufficient to predict trends in
pounds should not change. Thus we can use the clusters E,, because they do not include the effects of back-bond
to calculate E, in the alloys, with a fixed correction across strength modifications due to the vacancy Thus. al-
the composition range to account for the cluster trunca- though the HgTe bond may be weakened in the alloy,
tion. when an Hg vacancy is formed, adjacent bonds streng-

The vacancy formation energies in tihe alloys are then, modifying E, in the alloy.
calculated in a similar manner, with differences of cluster The vacancy concentrations in the random alloys
total energies with and without a vacancy used to have been calculated from the above results and are
calculate E,. The alloy environment for the first- and shown in figure 2. Shown for comparison are the vacancy
second-nearest neighbours is treated explicitly, with va- concentrations we get if we assume a linear variation of
cancy formation energies being calculated for the various E, with near-neighbour environment, i.e. a straight-line
particular arrangements of cations. For example, for the variation between the end points in figure I. For any
Te vacancy in HgCdTe. E, for five particular near- given alloy concentration x. an appropriate probabilit%-
neighbour environments of the Te are calculated: weighted average over the clusters is taken to calculate
HgoCd.. HgiCd., Hg2Cd 2, Hg 3 Cd, and HgCdo. For the results in figure 2. From figure 2 one sees that the
the cation vacancy, E. for the various cation arrange- effects of the non-linearity of E, on vacancy concentra-

tions are quite dramatic, even for the cation vacancy. In
particular, our results predict higher concentrations of

n: d,,Hgoe n: Hg,.,ZnTe vacancies in the alloys than one wouid expect on the

10 basis of simple arguments (i.e. a linear interpolation of E,
from the compounds). We emphasise here the overall
behaviour observed in figures I and 2, because the

8ý magnitude of E, and the vacancy concentrations will
7 Te depend on the final states available to the atoms forming

Te the vacancies.
6 Before concluding, we note that vacancy formation

s Zn energies for final states of the cations on the (Ill )A
4 surface of the compound can be estimated if one approxi-

3. mates the (IIlI)A localised states before and after an A
atom is added to it, by similar defect states at the anion

2 1 ............ and cation vacancy sites. A difference of the vacancy
2 4 6 8 10 2 4 6 8 10 12

formation energies for the free atom final state and the
0: t~J~~Te Hg 2.~Z~e( Il I )A surface final state yields an estimate of the subli-

Figure 1. Extraction energies in the Te common-anion OAtionfae fial state y rom the of the subli-

alloys as a function of near-neighbour configuration for mation energy of an A atom from the (II l)A surface.

bulk (VCA) concentration x = 0.5. The full curves correspond These numbers are related to the energies necessary to
to the average extraction energies and the broken curves calculate the surface segregation in HgCdTe and
to the Rms deviations. HgZnTe.
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SHg) to segregate to the surface. In lattice-mismatchedg 106 -
- 0: \alloys, strain energies can also drive surface segregation,

log.e because the removal of a mismatched atom to the surface
. results in a lowering of the strain energy in the bulk. The

C 0 strain energy release would be expected to be the largest

for the dilute species segregating to the surface. In lattice-
matched HgCdTe. only the chemical energies contribute
significantly to the segregation, while in HgZnTe both

V . strain and chemical energies contribute.
The surface concentration profile is calculated (Pa-

104 ....... 0.4.0.... trick et al 1989) by equating the chemical potential
S02•0 6 0.840.2 06 01 10 (defined as the first derivative of the free energy F with
x Cdl.,,Te H9 1g,., Zn,Th, respect to concentration) in each layer, because at equi-

__ _ _librium the chemical potential in each layer must be
g S .equal. The layers are coupled to one another through the

10 -configuration entropy contribution to F. Calculations
were done within the quasi-chemical approximation
(Kumar et al 1979, Kumar 1981) in which pair interac-
tions only are included, and the regular solution model
(Williams and Nason 1974) in which randomness is

V2 Cd -assumed within each layer.
Surface segregation profiles were calculated for the

E ,(I I)A surface of HgCdTe and HgZnTe. Results corre-
V2 •z sponding to the equilibrium for the ideal (I I )A surfaces

0 .. 4 0at 973 K are shown in figure 3. Results shown are forbulk concentrations of Hgo. sZno I sTe andSCdi .,HgTe z HgZnTe Hgo.8 0 Cd o 2,Te corresponding to the same band gap. A

Figure 2. Relative vacancy concentrations in HgCdTe and larger surface segregation is found in HgCdTe than in
HgZnTe. The full curves correspond to results using E, in HgZnTe, although for both materials at this high temper-
figure 1f the broken curves are based on a linear
interpolation from E, for the compounds. ature the concentration decays to the bulk value within

four atom layers (a layer consisting of an anion and
cation pair of atom planes). For both alloys the surfaces
are found to be Hg-rich, as expected on simple chemical
bond strength arguments. In HgZnTe the strain contri-

0.25 H9__ bution tends to drive Zn, the minority species, to the
• g0ere surface. Thus in HgCdTe the chemical energies alone

a HgZnTe drive Hg to the surfaces, while in HgZnTe the chemical
0.20 -" -and strain energies oppose one another, lessening the

magnitude of the Hg surface concentration enhancement.
o .Calculations are in progress for the surface segrega-

tion on the (110) cleavage plane and the (100) surface,
§ 0.10 which is important in epitaxial growth. On the basis of
F bond strength arguments alone, one would expect the

0.05 surface segregation to be larger on the (100) growth
2 3 4 surface than on the (I I )A. because of the fewer bonds

Layer made by the surface atoms (the cations on the (Ill )A
Figure 3. Layer concentrations at the growth temperature surface make three bonds, while on the (100) only two
of 973 K for Hg 0ooCd0 20 Te and HgoasZno 15Te. surface bonds are made).

4. Conclusions

3. Surface segregation The above results demonstrate some of the complexities
encountered when dealing with the semiconductor alloys.

Two major contributions drive surface segregation in the The vacancy formation energies are found to exhibit a
semiconductor alloys. Chemical energies arise from dif- non-linear variation with alloy concentration, resulting
ferences in bond-breaking energies of the constituent in larger vacancy concentrations in the alloys than
compounds. This can drive surface segregation, because otherwise expected. Similar effects in other Il-VI and
fewer bonds are made by atoms at the surface than in the IlI-V alloys have been predicted (Berding, Chen and
bulk, and one expects the less-well-bound species (e.g. Sher, unpublished). Surface segregation has been found
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Extraction energies for diamond and zinc-blende semiconductor compounds and pseudobinary
alloys are calculated using a tight-binding cluster method, where the final state of the removed
atom is in a free-atom state. The extraction energies provide a convenient reference from which
other final states of the removed atoms can be calculated. In the elemental and compound
semiconductors, the convergence of the cluster calculation was verified using a Green's
function calculation with the same Hamiltonian. For the elemental semiconductors, vacancy
(or Schottky defect) formation energies, in which the final state of the removed atom is on the
surface, have been calculated. For pseudobinary alloys of the form A, , B, C, we find
extraction energies to be very sensitive to the local environment, exhibiting a nonlinear
variation between the A- and B-rich local environments; the nonlinearity is especially
pronounced for the removal of a C atom. Nonlinearities are found to arise primarily from the
occupation of localized vacancy states. The impact that these alloy variations will have on
measurable properties are discussed.

I. INTRODUCTION cubic and zinc-blende semiconductors. We use a cluster
method based on Harrison's tight-binding theory."' Harri-

Knowing the ease with which vacancies form in semi- son's theory has been found to give semiquantitative agree-
conductor compounds and alloys is essential to understand- ment with experiment, yielding proper trends in structure-
ing many properties of these materials and the way they re-- related properties of pure semiconductor compounds and
spond to device processing. For example, the deep levels their alloys.The elimination of surfacelike states associated
often associated with vacancies can be detrimental to device with the cluster boundary have been addressed by including
performance. Unfortunately. limited experimental values only complete bonds in the cluster, thereby allowing atoms
exist for the vacancy formarior energies i-; semiconductors, with one or two hybrid orbitals missing at the cluster edge,
and little effort has been directed toward understanding the and then coupling the cluster states to bond orbitals outside
variations of the vacancy formation energies in the alloys, of the cluster by using second-order perturbation theory. We
Interpretation of such experiments is complicated because, have included in this study ( I ) a verification of the conver-
in addition to the various types of vacancies possible (anion, gence with cluster size using a Green's function method; (2)
cation, and, in alloys, particular environments for the anion an application to both the anions and cations in the com-
or cation), the presence of other native defects, such as inter- pound semiconductors; (3) a systematic comparison among
stitials, antisites, and impurities, also contribute to the mea- the various group-IV, -IlI-V, and -II-VI semiconductors:
sured quantities such as carrier concentrations and diffu- and (4) an extension to the pseudobinary alloys to study the
sion. Thus vacancies are rarely truly isolated defects in explicit effect of alloy composition, by directly considering
crystals and are influenced by the presence of other defects the various possible clusters of atoms about the vacancy site.
and the compound stoichiometry. In addition, diffusion Such a detailed examination of the dependence of the extrac-
measurements which have been used to deduce the vacancy tion energy on the alloy environment cannot be easily ob-
formation energy are complicated by contributions from the tained in a Green's function method using an effective-medi-
migration energy, as well as by interstitial diffusion and pos- um theory. Because of the difficulty associated with
sible diffusion paths along extended defects, such as disloca- correctly predicting the energy positions of the deep levels in
tions. Because of this, the magnitude of vacancy formation the gap, no attempt is made to do so here. Additionally, only
energies in many semiconductor compounds is not well es- the zero-temperature, ground-state energies have been cal-
tablished experimentally. culated. Preliminary results of this work have been pub-

Many efforts have been directed at understanding the lished previously. 1-21
important electronic properties of vacancies and deep states The remainder of this paper is organized as follows. In
in semiconductors."- Most of these calculations have fo- Sec. II we briefly discuss the method used to calculate the
cwz.:d on the localized states produced by the vacancy using extraction and vacancy formation energies in the diamond
cluster and slab methods.-" Fewer models have been used and zinc-blende semiconductors. The extension of this
to calculate formation in semiconductors.' 1-16 method to the alloys is given in Sec. III. Results for both

In this paper we present a model for the calculation of compounds and alloys are presented in Sec. IV, and conclud-
the extraction and vacancy formation energies in diamond- ing remarks are presented in Sec. V.
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II. IA I HAG I IUN ANU VA(.AN(.Y FOHIMATION of an unbound cation-amon vacancy pair and the addition of
ENERGIES IN SEMICONDUCTORS a unit cell to the crystal, here normalized per atom. We can-

The method we use is a tight-binding model, based on not consider the surface to be unchanged after the removal of

Harrison's universal parameters2 2 and term values taken only an anion or cation from the bulk to the surface, because
from Chen and Sher.2' We begin by calculating the extrac- in doing so the surface stoichiometry, by necessity, will be
tion energy, defined as the energy necessary to remove an changed. Another way to visualize this is to realize that the

atom from a bulk lattice site to a free-atom state, leaving cohesive energy appearing in Eq. (2) can only be defined per

behind an isolated bulk vacancy. The vacancy is described by cation-anion pair in a compound, and the cohesive energy

using a cluster of atoms surrounding the vacancy site. A sp per anion or per cation alone cannot be generally defined.

hybrid basis is used, and atoms at the edge of the cluster are Thus, in compound semiconductors, additional informa-

truncated so that no dangling bonds are included. The bonds tion, such as stoichiometry and other dominant defects,

at the cluster edge are coupled to the infinite crystal using must be supplied to calculate the vacancy concentration.
second-order perturbation theory. Cation- or anion-cen- Hence, while energies E,' E - E,,h can be algebrai-
tered clusters are used for the calculation of their respective cally defined, they are not generally physically meaningful in
extraction energies. Total electronic energies of a cluster, the sense that they correspond to a specific event, nor will
with and without the center atom removed, are calculated they alone in statistical equations predict measurable quanti-
from a sum of one-electron energies, obtained from the clus- ties. For similar reasons, the Schottky defect formation ener-
ter diagonalization. The extraction energy is then calculated gies in the alloys are not rigorously defined.

from
III. EXTRACTION ENERGIES IN ALLOYS

E, = (El - E,), (1) Extraction energies in the pseudobinary semiconductor
alloys are calculated in a manner similar to the elemental

where E, is the total energy of the cluster with the center and compound semiconductors. Beyond the cation and an-
atom removed plus the removed atom in a free-atom state, ion, there are two distinct classes of vacancies which we must
and E, is the total energy of the cluster before the removal of consider: the removal of an atom of the common species and
the central atom. The cluster total energies include a contn- the removal of an atom of the substituted species. Below, we
bution from the hybrid overlap interaction in each bond: this briefly discuss the calculations for thesi two classes.
overlap energy VI, is chosen for each material so that energy We begin by discussing the extraction energy for an
per bond for the initial cluster agrees with experiment. Con- atom of the common species, i.e., a C atom in the pseudobin-
vergence of the extraction energies with cluster size was veri- ary alloy.4, , B, C. where C can be either a cation or anion.
fled using a Green's function calculation.24 in which the va- Consider the four first-neighbor positions occupied by
cancy is simulated by setting the term values at the vacancy (4 - n) A atoms and n B atoms, where n = 0-4. Because of
site to infinity. the tetrahedral symmetry, there is only one unique arrange-

Several additional contributions to E, were also esti- ment for the (4 - n) A and n B atoms. Because the number
mated. First, the charge redistribution that occurs when an of possible arrangements of A and B atoms in the third-shell
atom is removed from the cluster produces a shift in both the neighbor sites and beyond is large. and because we expect the
Madelung energy AK and the on-site Coulomb energy A U. primary effects of alloying on the extraction energy to have a
The calculation of these energies is discussed in Appendix A. short range, we use a virtual crystal average (VCA) for the
Second. the atoms about the vacancy site may move from medium beyond the second shell.
their ideal lattice positions as a result of the formation of a For an alloy of a given concentration x, the average
vacancy, relaxing into the minimum energy configuration. bond lengths oftheACand BCbonds in the alloys have been
The calculation of the energy resulting from radial relaxa- shown to be well represented by25

tion about the vacancy site is given in Appendix B. Finally,
the second-neighbor interaction of the dangling hybrids at d,, = d + x(d"nc - d )/4, (4a)
the vacancy site and the related Jahn-Teller distortion can and
lower the vacancy formation energy. An estimate ofthis cor- dnc = d I(1 - x) (d', - d ,)/4, (4b)
rection is given in Appendix C.

Vacancy formation or Schottky defect formation ener- where d',, and d", are the bond lengths of the constituent
gies are calculated from, in the elemental semiconductors, compounds. This is also in excellent agreement with ex-

E, = E, - E,,h. (2) tended x-ray absorption fine-structure (EXAFS) experi-

or in compound semiconductors as ment. Because in a random alloy the deviation of the bond
lengths in various classes of clusters about this value is

,=t(' + E. ) - E,,,, (3) small,2' we have used bond lengths calculated from Eq. (4)

where E,, is the bulk cohesive energy per atom. Equation for all classes of clusters (i.e., values of n). Because the
(2) corresponds to the removal of an atom from a bulk site to breathing-mode lattice relaxation about the vacancy site was
a surface, leaving a bulk vacancy behind, and thereby in- found to be small for elemental and compound semiconduc-
creasing the number of sites of the solid by one while leaving tors (see Sec. IV), lattice relaxation about the vacancy in the
the nature of the surface effectively unchanged. For the com- alloys has been ignored.
pound semiconductors. Eq. (3) corresponds to the creation For a given bulk concentration x, the extraction energy
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ofa Catom from a A - ,B,, cluster, E'j (x.n). is calculated in presenting the results for a vacancy for the alloys, but
by taking the difference between the final- and initial-state rather on the overall trends observed. A correction
cluster energies with the same configuration of A and B EIk,h, (x) is added to the values calculated using the Bethe
atoms. In a random alloy A , B, C, the average extraction approximation to produce agreement with the non-Bethe re-
energy of a C atom is given by suits for the compounds. The correction in the alloy is calcu-

4 lated by first computing it for the pure compounds. AC and
BC. e.g., E = E, , (zinc blende) - E4, (Bethe lattice),

using the same cluster size, then interpolating to calculate
where P,, is the random probability of a cluster with n B the correction in the alloy, via E,,,, x) ( I - x)E
atoms, given by + (x)E`,,. This correction is typically <0.3 eV. As

P, =p,, "( 0 - X)- " (6) above, these expressions can be readily extended to include

and where p,, is the binomial coefficient nonrandom cluster distributions.

(7) IV. RESULTS

The avA. Extraction energies
E can be readily extended to Extraction energies E for anions and cations in the

include nonrandom cluster distributions by replacing P,,with the appropriate nonrandom probabilities. Note that it is group-I V, -I II-V. and -II-VI semiconductors were calculat-
withtheappopratenonandm prbablites.Not tht i is ed for cluster sizes from 13 to 59 atoms and compared with

the particular values of E, (x,n) which enter into the calcu- ed
lation of many physical properties, not the average calculat- the results of a Green's function calculation using the same

ed in Eq. (5), as shall be discussed below, matrix elements. Convergence to the Green's function val-
We now consider a B vacancy in the alioyA B,C. To ues for the cation vacancies was better than for the anion
Wnclude noweconsidef alloy Arrangements, oe Bt cn r toe vacancies. This was found to be due to the differences in theinclude specific alloy arrangements, one must consider the

G,, unique ways of arranging ( 12 - n) A atoms and n B nature of the states associated with the dangling hybrids at
atoms in the second-nearest-neighbor positions, where the vacancy site. The localized states at the cation vacancy

n = 0-12. Because of couplings to other second-neighbor site arise primarily from the anion dangling hybrids, while
sites through the third-neighbor atoms, all second-neighbor the states at the anion vacancy site arise primarily from the

sites are not equivalent, and in general G,, is large. Thus we cation dangling hybrids. The anion hybrid-derived states are
more valence band like and thus more localized; in contrast

approximate by assuming the cluster is a Bethe lattice, there-

by decreasing the connectivity of the lattice and subsequent- the cation hybrid-derived states are more conduction band

lv the number of unique arrangements to G ,. Because the like and more delocalized: thus finite cluster effects are more
number of possible arrangements of A and B atoms in the important. Calculated extraction energies using the Green's

fourth-neighbor sites and beyond is large, and because the function are given in Table I. Also shown for comparison are
detailed arrangement of the atoms in these positions should
not significantly affect the extraction energy, a VCA average
beyond the third shell is used. TABLEI Exirach on and% acancy formation energie, for znc-hlende %emi-

The extraction energy, E '(x,ng,, ). for each arrange- conduclors The vacancy formation energ for the compoundarenormal-
ized per atom. Also shown for comparison are ihe cohesive energý per atom

ment g,, of n B atoms and ( 12 - n) A atoms in the second- in the ideal solids.
neighbor positions is computed by taking the difference
between the initial- and final-state cluster energies. The aver- Compound E.-,. - ev E' - eV E" - eV E - eV
age extraction energy for a given concentration x is ex-

C 7.36 14.2 19.2 119
pressed by Si 4ý64 10.3 10.3 5.7

1_ 6: Ge 3 88 8.1 8.1 4.2
E"`(x) = y P,, Y P, En(x~n~g,,) Sn 3.12 6.3 6.3 3.2

, . AmP 426 106 11 Y b6
GaP 3.56 8 3 88 5.0

+ E ,h,. (x), (8) InP 348 8.2 S 8 5.1

where P,, is the random probability of a -luster with n A AlAs 3 78 F8 0.6 5 4
GaAs 3.26 6.7 7 8 4.0

atoms, given by InAs 3.10 6.8 7.5 40

P, =p,"l 0 X)1- (9) AISb 2.40 4.7 6.1 3.0P GaSb 2.96 5.9 6.8 34

and p, is the binomial coefficient InSb 2.80 60 6.3 33
ZnS 3.18 6.9 10.0 5.3

(12). CdS 2.84 b61 8.8 4.6
SP,, n• (10) HgS 2.04 4.5 7.8 4.1

ZnSe 2.58 5.7 8.7 4.6
FP,, is the probability of the g,,' particular arrangement of CdSe 2.42 5.0 7.8 4.0

(12 - n) A atoms and n B atoms in the second-neighbor HgSe 1.70 3.4 6.9 3.4
ZnTe 2.40 5.1 8.1 4.2sites of the cluster. Because it is well known that the proper- CdTe 2.20 4.7 7A4 3 8

ties of solids are poorly represented by approximations such HgTe 1.64 3.1 6.4 3.1
as the Bethe tree, we do not focus on the quantitative values
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the cohesive energies of the ideal solids. We see that estimat- pounds the Schottky defect formation energy E,. is physical-
ed errors attributable to the cluster approximation are < 0.1 ly mea,,ingful only for a cation-anion (bound or unbound)
eV for the cation vacancies and ý5 0.5 eV for the anion vacan- vacancy pair, since the creation of a new unit cell by bringing
cies. Similar errors are expected in the alloy cluster calcula- atoms to the surface requires creation of two lattice sites. A
tions. comparison of E, with the cohesive energy is shown in Fig. I.

Although the major contribi,,on to E, is from break- We find, as expected, that the E, increases with increasing
ing four bonds at the vacancy site, there are additional terms cohesive energy, and that the group-IV, -Ill-V, and -I1-VI
that contribute to E, and that differ for the cation and anion compounds fall into groups that each vary nearly linearly
vacancies. These differen,.es can be attributed to several with the cohesive energy, but that have different slopes and
sources. First, when an anion is removed from the solid, the initial values. Also, for a given cohesive energy, E, is larger
electrons on the removed anion are depromoied from the sp' for the more ionic materials. Compensation effects, which
hybrids, while the electrons on the four cations adjacent to are expected to be largest in the wide-gap ionic materials, are
vacancy remain in excited hybrid states; when a cation is not included in this calculation. Observed trends may be
removed, it is the cation electrons that are depromoted fi-om modified by the inclusion of this effect. Also shown in this
the hybrids, while the anion orbitals remain hy bridized. Be- figure is the quantity E ," - E,,,, for the compound semi-
cause the bond-breaking term 2Ei, is referenced to the free conductors, to illustrate the variation of extraction energy
cation and anion, the energy of the electrons which remain with cohesive energy. The difference in this energy between
promoted to sp' hybrids must be included explicitly. This the anion and cation is larger for the more ionic, group-lI-VI
contribution to E, is larger for the cation vacancy because compound, as expected. We also find E' < E ' , consistent
both the number of electrons and the promotion energy per with the observations of measured extraction energies in
electron is greater for the four anions at the vacancy site. A CdS and CdTe '`"'
second difference in E, arises from metallization-induced"' The vacancy concentration can be found by minimizing
shifts in the dangling hybrid energies. This shift is upward the change in the Gibb's free energy AG between the pure
for the anion hybrids and downward for the cation hybrids, bulk crystal and the crystal containing n vacancies. For non-
yielding net positive (negative) contribution to E, for the interacting vacancies, the Gibbs free energy is given by
cation (anion) vacancy. Finally, a third difference in E. AG = nE, - TS"'(n) + F(n,,1
arises from back-bond energy shifts which result from the
cation (anion) dangling hybrids at the anion (cation) va- where T is the temperature and S '""'"(n) is the configura-

cancy site coupling to adjacent unbroken bonds and anti- tional entropy of the n vacancies. F(n,T) accounts for free-

bonds in the lattice. Resulting shifts from this source are energy changes from the modification of the phonon fre-

large and negative for the cation vacancy because of the larg-
er magnitude of the coupling V, . and the deeper energy and
resulting stronger coupling of the anion dangling hybrid 7
state, with respect to the cation states at the anion vacancy /
site./ /The contribution from relaxation and Coulomb energies 6//
to both anion and cation extraction energies are comparable 1~ /
and small. The nearest-neighbor atoms are found to relax /

away from the vacancy site when a cation is removed, while 5/
they relax toward the vacancy site when an anion vacancy is E /
created. For both cation and anion vacancies, calculated 0 /D

bond-length shifts are small, with the first-neighbor bond ,4- / 0
lengths shifting by less than 2%. The breathing-mode relax- > I . /

ation at a vacancy site has often been assumed to be similar to "
the relaxation occurring at a ( I l l) surface-':-" where the i>3 3
atoms are found to move toward the bulk, shortening the
bond lengths of nearest-neighbor bonds by 8%-15%. In
contrast to some previous work. we find that the bond- 2

length and energy shifts in the relaxed cluster are small com-
pared to the accuracy of the model; inclusion of relaxation in
the calculation of E, and E, is not important. The Jahn- 2 4

Teller energy E,, resulting from the direct interaction ofthe ECOh (eV/otom)
dangling hybrids has been estimated (see Appendix C), and
energies of the order of - 0.6 eV are obtained.

FIG. 1. Comparison of the Schottky defect formation energy (normalized
per atom) and the cohesive energy. Squares are the group-IV elements. so]-

B. Schottky defects id circles are group-Ill-V compounds, and open circles are group-ll-Vt

From the extraction energies and Eqs. (2) and (3) compounds. Dashed lines represent the least-squares fit through each series
above. th defectrac rmation energies and recalculatnd (3 of compounds, where, for the group-IV elements. carbon (not shown) has

above, Schuttky defect formation energies were calculated been included in the fit Upper (lower) xs represent the quantit.

and are given in Table 1. As discussed above, in the com- i'r" - E-,. for a given compound.
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quencies because of the presence of n vacancies, as well as as E"" = 4.6 eV, which compares to our calculated value of
additional free-energy changes, such as entrop) associated E_ = 5.7 eV. In CdS, Kumar and Kroger"' have measured
with the Jahn-Teller distortion at the vacancy sites. The case E = 4.0eV and E ' = 7.3 eV compared to our calculated
most often treated in textbooks" '2 is where the number of values ofE"d = 6.1 eV and E' = 8.8 eV. In CdTe, Chern.
surface sites is ignored in the counting of the entropy. The Vvdvanath, and Kr6ger2'" have measured E4cd = 4.7 eV and
number of vacancies n is given by" as E_" = 6.0 eV compared to our calculated values of

E (12) E = 4.7 eV and E = 7.4 eV. Finally, in Hg, , Cd, Te
where (x = 0.2), Vvdyanath3 ' measures E'.g = 2.2 eV, while we

find E " = 1.6 eV. Note that in general our calculated %al-( = exp-I dF(n,T) (13) ues are larger than the measured values, although for the
= e an cation vacancy in CdTe our agreement with the measured

and n is the number of sites for the vacancy. If the change2 in values is quite good. We do find that E ...... > Eý ....... consis-
the surface is included explicitly in the calculation of the tent with experiment. Because of possible contribution from
Schottky defect formation energy, one must include the compensation effects, for which one must know about the
complete information about the surface. Simply including localized levels in the gap, care must be exercised when com-
the entropy of the ,acancy atoms removed to the surface in paring our results directly with the measured Schottky de-
the Bragg-Williams approximation, assuming a perfectly fect formation energies, in order to ensure that the experi-
flat surface when there are zero vacancies (see, for example, mental situation approximates the initial and final states
Landsberg and Canagaratna)," is not sufficient. A full ac- treated in our calculations.
count of the nature of the surface, to include the atom/sur- Baraff and Schliiter" have calculated the total energies
face-vacancy distributions." the appropriate entropy, mul- for the cation and anion vacancies in GaAs using a pseudo-
tiple surface layers. and even surface reconstruction, is nec- potential Green's function calculation within the local den-
essary so that the true surface-bulk equilibrium can be de- sity approximation. We compare our results with their value
scribed. Because the problem can be decoupled into two for the Schottky defect energy, E""" = 3.35 eV/atom.
equil.bria. i.e., the surface with the ideal bulk and the vacan- where both vacancies are neutral."' The corresponding val-
cies with the ideal bulk, the equilibrium vacancy concentra- ues from the present work is E"'.a = 4.0 eV. Jansen and
tion can be expressed by Eq. (12) in most cases. Sankey" have also calculated the vacancy formation ener-

Because of the difficulty of measuring the vacancy for- gies for several compounds using an ab initio pseudo-atomic-
mation energy, only a limited number of values exists in the orbital method. Our calculated energies are in good agree-
literature. Even for silicon, the most studied of the semicon- ment with their values. They calculate formation energies of
ductors, the value for the vacancy formation enthalpy is not 4.8, 4.25, 4.3, and 3.7 eV in GaP. GaAs, ZnSe, and ZnTe,
firmly established, because of the complication of diffusion respectively. These compare to our values of 5.0. 4.0. 4.6.
experiments by the possibility of multiple simultaneous dif- and 4.2 eV for the same compounds. As in the comparison
fusion processes such as vacancies and interstitials. High- with experiment, we find that the present tight-binding mod-
temperature diffusion in Si is found to follow a typical Arr- el in general yields energy values which are higher than the
henius behavior, with measured activation energy of 4-6 ab initio values.
eV.' 5 The activation energy in diffusion E, is given by the
sum of the vacancy formation energy E, and the migration C. Il-VI pseudobinary alloys
energy E,,,. Migration energies measured by Watkins" are While the cluster approximation is expected to intro-
of the order of 0.25 eV. Combining our vacancy formation duce some error in the calculated extraction energies. as not-
energy with the measured migration energies, we find E, _= 6 ed above, the results presented here emphasize the relative
eV, consistent with the measured activation energies. Ourresults are also in excellent agreement with local density, energies of different local clusters in the alloys, and hence the

cluster ,alculation should not change our major conclu-
pseudopotential, Green's function calculations of Car et sions Corrections from Jahn-Teller distortion .,nd Cou-
al."4 Note that both the present results and those of Car et al. lomb.
are approximately twice the value of E, from earlier esti-
mates. 2.37

The extraction energies are more difficult to measure in 1. Common anion alloys

the semiconductor compounds because of the presence of We begin by examining in detail the extraction energies
two classes of defects on the cation and anion sublattice. In in one II-VI common anion alloy. The Te common anion
the annealing experiments typically done, assumptions alloy system has been chosen as an example because of the
about which native defects are dominant must be inferred technological importance of these alloys. HgCdTe and
from the experiments, and additionally, much of the analysis HgZnTe are both narrow-gap alloys in the Hg-rich concen-
must employ values of the donor or acceptor levels of the trations with infrared device applications, and CdZnTe is
vacancies, which are in themselves not conclusively identi- often employed as a substrate material for HgCdTe and
fied in most compounds. The extraction energies in a num- HgZnTe. Additionally, the alloy variation of E, in this sys-
ber of II-VI compounds have been deduced from annealing tem is representative of the behavior found in other alloy
experiments, characterized by Hall measurements. Ray and systems.
Kroger3̀  have measured the Zn extraction energy for ZnSe Cation and anion extraction energies in the Te common
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anion alloys i~nu~, 'u..u ie, L0051-gos te, anci ttg u Le (a) cI e
are shown in Fig. 2 as a function of the ne.r-neighaor com- -" r.. C"
position. These and the following alloy results are for clus- " Zn C1 5 44 Z

ters with 53 atoms. For the Te anion vacancy, the five near- "
neighbor arrangements are individually unique and 5 - , , ,2
correspond to the values shown in Fig. 2. The values for the n Zn...Co.Te n:c,,_.hT n , 2-,,_.zr

Zn. Cd. and Hg cation extraction energies in Fig. 2 corre- 45 3 2 ____3, i Z_,

spond to an average over the unique arrangements of atoms .. c4 I •o1 ' •..
in the second-neighbor positions, as shown explicitly in Fig. 4 3 30 .0

3. The random-probability-weighted average extraction en- 2 2 " 29

ergy as a function of composition x is shown as the solid line ,, 2 2 5 2

in Fig. 4, with the rms deviations shown as dashed lines. n Z0,,--.-•,-e-1-2 2 C7 . i-i-gq,Te n,_-, .•

First, we discuss the anion extraction energies in the
CdHgTe alloy, shown in the center panel in Fig. 2. In
CdHgTe, the dependence of the Te extraction energy on n, FIG. 3. Cation extraction energy in "e common anion alloys plotted for the

the number of Hg atoms in the first-neighbor sites, is easily unique configurations ofsecond-nearest-neighbor cations, forbulk concen-
tration x = 05 The open circles correspond to the extraction energies of

understood within the context of Harrison's bond-orbital unique configurations, the filled circles correspond to the probabilits-

model."7 Although results are interpreted using bond-orbi- weighted average

tal model concepts, the results presented are those from a full
cluster calculation. There are two primary contributions to
the extraction energy which dominate the overall depend- the electrons in the dangling hybrid levels. When a Te atom

ence of E. on n. The first contribution to E, accounts for a is removed from CdHgTe, the six outer-shell anion electrons

gradual increase in E, in going from the Cd, Hg, to the Hg, are removed with the neutral Te atom, to leave two electrons

cluster and is due primarily to the differences in the bonding in the four cation dangling hybrids. The energy levels that

energy e,, (Ref. 17) of the four bonds which are broken upon these electrons occupy depend on the cation species which

vacancy formation. Since the bonding energy level of the are adjacent to the vacancy site. The atomic sp' hybrid ener-

HgTe bond is lower than for the CdTe bond. i.e., gy of Hg is lower than that of Cd, c"9 <cc (c is used

e! < re' ', because of the deeper s and p states on the Hg throughout to refer to the free atomic values, and e is used to

compared to Cd. this contribution to the E, will result in an refer to the calculated cluster values). As expected, a similar

increase with an increase in the number of Hg cations adja- relationship is found between the calculated dangling hybrid

cent to the vacancy site. The breaking of the four bonds also energies at the vacancy site, where we have e',te < ec,. Thus. if

results in regaining the repulsive bond energy V,, which is at least one Hg atom is adjacent to the vacancy site, the two

smaller for the slightly shorter bond-length compound electrons will occupy the lower-energy Hg dangling hybrid
CdTe. This contribution to E._ will produce a decrease in level, and their contribution to the extraction energy will be

E with the increasing number of HgTe bonds broken, but approximately constant. For the Cd, cluster, the two elec-
the magnitude is small because of the nearly equal lengths of trons must occupy the higher-energy Cd dangling hybrid

the CdTe and HgTe bonds. The net result of both these orbitals; this accounts for the relatively large jump in the
bond-breaking contributions to E, is to produce an increase extraction energy in going from the Cd, to Cd, Hg, cluster
in E with an increasing number of Hg atoms adjacent to in CdHgTe, as seen in Fig. 2.
the vacancy, as seen in Fig. 2. The second contribution to E, A similar interpretation follows for the anion extraction

that dominates the n dependence is related to the energy of energy in HgZnTe, shown in the third panel of Fig. 2. For the
HgZnTe system, we have e," > eH1, thus the two electrons
which occupy the dangling hybrids will occupy the lower-

nZn._Cd.Te n:Cd4,_Hg.Te n Hg...Zn.Te

• A _ A H . . " . .,. .

ig d 2' 4

n8 n,_ dTe n:9•.gT :gz.nT

7. Zn,.CdlTe x. Cd,_HJTe x: Hq,.ZnTe

FIG. 2. Extraction energies in the To common anion alloys, as a function of

near-neighbor configuraiion for bulk concentration x =0.5. In Figs. 2 and
3-14. the solid line corre~sponds, to the av'erage extraction energies, and the FIG. 4. Extraction energies in the Te co~mmon anion alloys, as a function of

dash ed lines io thc rm,, deviaiioo, compoition x.
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lyingl-iglevels. For the Hg4 ,HgZn, Hg.Zn2.and Hg, Zn, comparing the major alloy-dependent contribution. E,
clusters, this contribution to E. is nearly constant and it = 8c,, + 4i',, for the different systems. The bond-orbital
abruptly increases for the Zn, cluster, as is observed in Fig. model predicts E ,,"" > E ", > E ', for X = S, Se. and Te.
2. The other primary contributions to E, come from the This is in agreement with the sign of the slopes calculated
bonding energy and repulsive energy of the bond breaking. within the cluster calculation and shown in Figs. 2, 5, and 6.
These two contributions produce opposite slopes of compar- Although the bond-orbital model is sufficient to predict the
able magnitude between the Hg. and Zn, clusters, resulting general trends observed, the magnitudes of the slopes must
in E. (x,n) nearly independent of n. Finally, for the Te va- be det'rmined from the cluster calculation, which includes,
cancy in ZnCdTe, shown in the first panel of Fig. 2, the for example, the back-branch metallization effects not calcu-
dependence of the contribution to E. from the electrons in lated in the simple bond-orbital analysis above.
the dangling hybrids on the number of Zn and Cd atoms As was found for the Te common anion alloy, the aver-
adjacent to the vacancy site is not as important as in CdHgTe age cation extraction energies in other I1-VI alloys Nary
and HgZnTe, because the difference in the dangling hybrid nearl) linearly with the cation concentration in the second-
energies e"' and e', d is small. For the bonding energy contri- nearest-neighbor shell. The cation extraction energies in the
bution to E , we find el,1"" < e"" and V"I> V,"", re- I1-VI alloys vary, depending on the particular arrangement
suiting in a net decrease in E with an increasing number of ofatoms in the second-shell sites, as was shown for Te in Fig.
CdTe bonds. 3. Although these values for each alloy system are not

As noted above, the cation extraction energies in Fig. 2 shown, a measure of the variation is shown in the rms devia-
represent an average over the unique configuration of tions in the plots of E, (n).
cations in the second-neighbor shell. E for the unique sec-
ond-neighbor cation configurations are shown in Fig. 3. The 2. Common cation alloys

regular structure observed in Fig. 3 is in part due to the use of The structure in the cation extraction energy versus n
a Bethe lattice and the additional degeneracies it superposes curves for the I1-VI common cation alloys, Figs. 7-9. can be
on the lattice. The variations in E. arises from shifts in the interpreted in a manner similar to the anion extraction in the
energy of the four broken bonds and the vacancy localized II-VI common anion alloys. From the bond-orbital model.
states through interaction with the second-neighbor alloy we find Es, > E h, > E \, for X = Zn. Cd. and Hg. Thus
bonds. For a true zinc-blende lattice, we expect a smaller we expect this contribution to E, will increase linearly for
dispersion about the average value shown in Fig. 3. increasing number of S atoms in the XS, ,Se,, and

The overall dependence of the anion extraction energy XTe, ,S,, clusters, and will increase linearly with increas-
on x. shown in Fig. 4, follows the same general trends as in ing Se atoms in XSe, ,Te,, clusters. The second contribu-
Fig. 2. In CdHgTe and HgZnTe, the downward bowking of tion that dominates the n-dependent behavior of E is that
E, (ii) results in a downward bowing in E, (x). Also, the of the energy of the six electrons in the dangling hybrids.
comparatively large variation of the Te extraction energy From the atomic term values, we find E,' > c,' > Ec- thus we
relative to changes in the near-neighbor environment results would predict that the electrons will occupy, in order of pre-
in a large rms deviation, particularly for the Cd-rich compo- ference (lowest energy first) S. Se. then Te hybrids, as is
sitions of CdHgTe and Zn-rich compositions of HgZnTe. observed from the results of the cluster calculations. For
For the cation vacancy, the variation of the extraction ener- example. E, for the cluster XS, ,,Se,, can be expressed as
gy with cluster composition is of smaller magnitude than for
the anion vacancy, thus resulting in a relatively small rms E, = C,, + C, n + ae,, + ,ieh , (14)

deviation, although the downward bowing of the cation va- where C,, + C, n includes the composition independent and
cancy plot as a function of n results in a small downward E,, (nearly linear) terms, and a = 6. fi = 0, for n = 0.1;
bowing in the x-dependent function, a = 4., = 2. for n = 2, a = 2,56 = 4. for n = 3; and a = 0.

For the anion extraction energy in all of the common
anion 1I-VI dlloys, the break fi'om linearity of the extraction
energy versus cluster composition n always occurs at the i.z2n._c,•dS n:C._,_Hg,5 n Hg..zns

n = I or 3 cluster, as was observed for the Te system in Fig. 20c 2 4 2

2. This is because the two electrons which occupy the dan- /
gling hybrids will always occupy the lowest available hybrid I
level. For an alloy A, ,,B,,C, where hese two elec-- e , > eh. theetoee- • z•

trons will occupy a B dangling hybrid, except in the n = 0
cluster where no B atoms are present, resulting in an abrupt 6, __C_

increase in E, . Because this break from linearity is mostly 5]
related to the cation hybrid energy only. one notes that if the 9H

break from linearity occurs, for example, at n = I for
A 4 -_,,B,, C, it will also occur at n = I for all A 4  ,,B,,D al- ....,..__,______'_'_o _____,0,

t 4 6 6 10 -i 2 6 6 0 0 12
loys, as is observed by comparing Figs. 2, 5, and 6. This break n Zn, 2•.Cd.S n C,,_.H9.s n ,,,_.zs

in linearity of the curves can be predicted, since e-• <
S<e", and " ,• Additionally, the sign of the slopes FIG. 5. Extraction energies in the S common anion alloys as a function of

can be predicted within the simple bond-orbital model by near-neighbor configuration for bulk concentration ofx = 0.5.
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i i i 2 3 4 I 2 i

tl•• ••7 Se S e Te

r•Z~_C.e nCdt..~Hg.Se n Hq,2 ~Zr.,Se n:CdS2 ..-.Se, n!CdSe,a...Te. n:CdTe,2... S,

FIG. 6. Extraction energies in the Sc common anion alloys as, a function of FIG. 8. Extraction energies in the Cd common cation alloys as a function of
near-nleighbo)r configuration for bulk concentration of x =0.5. near-neighbor c'onfiguration for bulk concentration of x = 0.5

,6' = 6, for n =4. Note that between n =0 and 1, the slope of D. Ill-V pseudobinary alloys
E,, versus n is determined by the variation of E,, with n. For 1. Common anion alloys
n = 1--4, the slope is a sum of the 4•, contribution plus a
contribution from the electrons in the dangling hybrids. For anion extraction energies in the 111-V common an-

ConsdertheZn vcany i Zn 4 - ,Se,. he C + 1 non- ion alloys shown in Figs. 10--12. the analysis is similar to that

tribution to E, will decrease with increasing n because i h lV los saoe eueaoi emvle n
E ~ ~ hissloe cn b see bewee n 0 nd in the bond-orbital model to interpret our results. We first noteFig 7. Te elecTrs inote danglingn r = p and E E fAi ci" and S h a ui the P vac a in

c :Z <er.d TeSumoe CZ,,+.Ce n1 , term (pStve soe Ga InP (centere pn:del of Fi. 10) s anexamle.Be

FIG. l . the energros in the elctron ind angl ing hybrids caus EIG. 8. Extract t energyrprodues aninea contou

(negative slope between n = 1 and 4)yields a net negative tion to Ei , with negative slope, as shown. The three elec-
slope for n = 1-4. A similar analysis follows for the cation trons at the vacancy site will preferentially occupy the
vacancy in other II-VI common cation alloys. Once again, lower-energy Ga hybrid states. Thus E, can be written as

the general shape and sign of of tes ofthe E, curves canion = C e + aCin +aen,±3e he , (c15 )

thus be predicted, based on the bond-orbital analysis, al- where a = 3, ,8 = 0, for n = 0-2; a = 2, ,3 = 1, for n = 3;
though the more detailed cluster calculation is needed for a and a =0,/5' = 3, for n = 4. Thus, for n =0-2, the slope of
quantitative description. E vs n will be negative, dominated by the back-branch

The average anion vacancy in these alloys varies nearly energy dependence on n. For n = 3 and 4, the three electrons
linearly with n as expected, because the alloy dependence occupying the dangling hybrid levels contribute an energy to
enters in the second-neighbor sites. A measure of the extrac- Eb which increases with increasing n.
tion energies sensitivity to the detailed arrangement in the A similar analysis follows for the other I<I-V common
second-neighbor sites can be gathered from the rms devia- anion alloys. With one exception, the behavior of i, vs n
tions indicated in the dashed lines in Figs. 79. follows the simple bond-orbital analysis presented above.

n:ZnSv..Sebe n:ZnSeen ..nTeI nd ZnYiea..aS, n:HgS,_..wSeh n:HgSesloTe, n:HgTe,_,.eS.FI.a.cxtanction enherie 1-InteZ common cation alloys. asc agfncion, lofwI..exracinenergy e hbin stthes Thg s como catin aloy asarintten os

thu be prdite, based• •• on th bodoria anlss al whra 3,l 0 ,on 2 a=,,6= 1, fo n 3

nea-neghbthemor configur clusteation is needed for bulk c = 0.5 nernih or configuratio for bn f= 0-5.

Th aveag ainvcnyithsalosvrenery eeydpneconnFon=3ad4,thetheelcrn

n:ZnS,_.Se. n:ZnSe.-_•Te, n:ZnTe _,z_ S n:HgS•_.Se, n:HgJSe,_Te. n :H gTe _S,,
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n Al._.ro.P n Go._.In.P n In._,AI.P I Aj._.Go.Sb n Go._m•.So n in°_A:.SD

FIG. I0. Extraction energies in the P common anion alloy.s as a function of FIG. 12. Extractilo, energie. in the Sb common anion allo) s as a function of
near-neighbor configuration for bulk concentration of~x =0.5. near-neighbor 'onfiguration for bulk concentration of x = 0.:5

The exception is the In4 _ ,Al,, X alloys, for X = P. As, and ej• < t•, <e• 5 and E:,• xsh <£, E . <E ,x" for X = Al. Ga. and
Sb. Here the atomic term values suggest that the A! hybrid In. The analysis is as follows, using the Ga vacancy in
levels are of lower energy than the In hybrid levels, e-, < er', GaAs4., Sb,, ssoni the center panel of Fig. 14. Be-
while the cluster calculations find the opposite, i.e., er,' > 4". cue£i.S ,- <Es r-CA, hseeg rdcsaIna otiu

The reasons for this reversal are related to the coupling of the tion to E,. with a negative slope versus ni. The five electrons
dangling hybrids at the vacancy site to bonds in the rest of at the vacancy site will preferentially occupy the Iower-ener-
the cluster, which has been included in the cluster diagonali- gy As hybrid states. Thus E~, can be writnen as
zation; this can result in a significant energy shift of the dan-
gling hybrid levels. We have found that for most systems, E =C,, + C1 n + ae,' + /?e,,, (16)
this shift does not alter the relative order of the hybrid energy where a = 5.,fi / 0, for n = 0,1I a = 4, 13 = 1. for n, = 2:
levels, a = 2.1,8= 3. for n = 3; and a = 0./3 = 5, for ni = 4. Thus,

An analysis of the cation extraction energies follows forn = 0-l,theslopeofE., ss nwill be negative, dominated
that presented for the lI-VI Te alloy above. As was found for by the dependence of E5, onni. Forn = 2--4, E. will have a
the IT-VI common anion alloys, the cation extraction ener- decreasing (with n) contribution from C, n and an increas-
gies are not as sensitive to the environment as are the anion ing contribution from the electrons in the dangling hybrids.
extraction energies, because the effects of alloying come tn The increase in energy occurs because the five electrons at
the second-neighbor sites. The rms deviations indicated as the vacancy site occupy the higher-energy Sb hybrid levels.
dashed lines in Figs. 10-12 provide an indication of this sen- Thus the slope will be nearly linear between ni = 2 and 4,
sitivity, because of the linear increase from the electrons in the dan-

2. Cmmoncatin aloysgling hybrid levels. Again, a similar analysis follows for the
2. Cmmoncatin aloysother III-V common cation alloys. All of the IIl-V common

For cation extraction energy in the III-V common ca- cation alloys follow the qualitative behavior predicted by the
tion alloys shown in Figs. 13-15, the analysis is similar to atomic term values e,, and the bobid-orbital-model results.
that in the II-VI alloys. Using the atomic term values and And, as expected. the average anion extraction energies are
bond-orbital model to interpret the results, we first note that found to vary nearly linearly with n.

S4 A Al

FIG. I1. Extraction energies in the As common anion alloys as a function of FIG. 13. Extraction energies in the Al common cation alloys asa function of
near-neighbor configuration for bulk concentration of x = 0.5. near-neighbor configuration for bulk concentration of x = 0.5.
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nGoP...As. n.GaAs.-.Sb. n.:GoSa P. Kelvin, No is the anion site density, P. is the random proba-
,o14j 2 3-- ' , bility factor, given by Eq. (6), and i7(x,n) is as defined in Eq.

4 in (13). Note that we have used the calculated zero-tempera-
- ture value of E, ; more properly, the finite-temperature val-

As
As ue, including the effect of the Fermi level, should be used

6'- here. Summing over all classes of clusters, we find
.........................

""o c. n,"(x) (x,n),(18)

and normalizing to n',' for pure CdTe, we find
'C 2 4 6 A 10 A lb 6 '4 0 b 1Z' 2 _As. G-aAs,,_.St0, n GoSb,i-P. n T(X)

-n'(CdTe)

FIG. 14. Extraction energies in the Ga common cation alloys a% a function
of near-neighbor configuration for bulk concentratbon ofY = 0.5 ca exp{ [ E (CdTe)

- E'(x) 1/kT}, (19)
E. Consequences of alloy variation of E where we have assumed all 77's are equal. a,,,, is the lattice

The predicted nonlinear variation of common-species constant of CdTe and a, is the volume-averaged lattice con-
extraction energies in alloys will have an important impact stant for the alloy of composition x. Values of hr'(x) are
on the calculation of vacancy densities in these materials. In shown in Fig. 16 for T = 800 K. Shown for comparison are
particular, the presence of a minimum in E, implies larger the calculated values based on extraction energies and as-
vacancy concentrations than a simple linear variation would suming a simple linear interpolation between the n = 0 and 4
predict. To demonstrate this, we choose for an example the clusters of Fig. 2. The difference between the linear-interpo-
Te vacancy in the Te common anion alloys. As discussed in lated values and the calculated values is quite dramatic, espe-
Sec. III B above, the definition of the Schottky defect forma- cially in the CdHgTe alloy where hr" (x) differ by as much as
tion energy of the individual constituents in the compounds five orders ef magnitude; the difference will be smaller in
and alloys is not rigorously defined, and as a consequence, calculations for which the final states on the surface are con-
the calculation of the vacancy concentration in these materi- sidered, and thus an energy related to E,,,, is subtracted from
als requires additional information about the system, e.g., E, . Note that because of the minimum in E, . the vacancy
stoichiometry and external phases. To demonstrate the ef- concentration for some composition in the alloy is found to
fect that the nonlinear variation in E, can have on proper- be greater than in the constituent compounds. For the par-
ties such as the vacancy concentration, we calculate a some- ticular case of HgCdTe (center panel of Fig. 16), the differ-
what fictitious quantity ii, as defined below. This quantity ence between h for the linear and nonlinear E, isgreatest for
has no direct significance, but does demonstrate the impact the Cd-rich alloys. We thus predict that even a small addi-
that a nonlinear variation in E, can have on measurable tion of HgTe to CdTe may result in a significant enhance-
properties. We begin by defining nTI(x,n), which is related ment in the vacancy density in the resulting alloy, compared
to the Te vacancy density for a given class of cluster n, in the to that in pure CdTe. Similar results are expected for other

alloy of composition x, as follows: alloys.
Next we consider the cation vacancies in the Te com-

nTc(xfl) = q7(xn)NP,, exp[ - E., (x~n)/k T] (17) mon anion alloys. Analogous to Eq. (18) above, we calcu-

where k is Boltzmann's constant, T is the temperature in late

n:InP._,As, n InAs..,Sb. nInSb._P. linea"

id l 4 , , 0 present
I , , oca lcultion

.bt-s Sb

"1 '4 9 it'" "t 4" 6' ' i It i2 x: Zn,_.Cd.Te x: Cd,_Hq.Te X: Hg,_.Zn.Te

n InP,,_,As. n9 )nAs,,_.Sb. n~lnSb,2_.P.

FIG. 16. Te common anion alloys using the calculated Te extraction ener-
FIG. 15. Extraction energies in the In common cation alloys as a function of gies from Fig. 2 (solid line) and linearly interpolated extraction energy
near-neighbw conniguration for bulk concentration of x = 0.5. based on the x = 0 and I values from Fig. I (dashed line).
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(xn , 2 ;extraction energies, percolation should be a feature of self-
A,, P," ,m(x.ng,, )P, diffusion in many alloys.

I) ,. I If deep levels exist because of the presence of \ acancies.

Xexp[ - E. (x,n,g,, )/kT ] (20) the populations of various classes of vacancies in the alloys

where P,, and P,.. are as defined in Sec. I11. As above, we may be measured by various techniques, such as deep-lesel

normalize to np.... in CdTe. Values of h ........ are shown in transient spectroscopy or photoluminescence." "' Results
Fig. 17 for T = 800 K. Because the nonlinearity for an atom on the relative populanon of each class of clusters will de-
of a substituted species was found to be less than for the pend on the correlation state of the alloy, its randomness,

common atom species, we find a less dramatic, although still and the vacancy formation energy for the given class of clus-

substantial, difference between the linear and nonlinear re- ter. A deviation from a simple random population for the

suits. various cluster types could indicate either a correlated alloy,

From the above discussion, we see that the effects of a driven by chemical or strain terms in the bulk, or a variation
nonlinear variation of E. (n) will be most important for the in the formation energy in the various classes of clusters.

common species. One consequence of E. (n) reaching a
minimum for finite alloy concentration may be a noticeable V. SUMMARY AND CONCLUSION
enhancement in the diffusion of the common species in the We have found extraction energies calculated using a
alloy, for atoms that diffuse by a simple vacancy mechanism tight-binding cluster Hamiltonian give good agreement with
across the complete composition range. and for materials in the tight-binding Green's function results, in particular for
which the quality of the alloys is comparable to that of the the cation vacancies. Our results indicate that the extraction
constituent compounds, so that, for example. enhanced dif- and Schottky defect formation energies increase with in-
fusion-down dislocations are not a factor. For example, Te is creasing cohesive energy. In a given compound, the calculat-
believed to diffuse by an interstitial mechanism"' in ed extraction energies are found to be larger for the anion
Hg, - ý Cd, Te, at least for low x; therefore, we would not than the cation, in agreement with the experimental results.
expect to observe an enhanced diffusion based on a simple with the difference between the cation and the anion being
vacancy mechanism in this system. A second possible conse- larger in the I1-VI than in the III-V compounds. Compari-
quence of the nonlinear variation in E, and subsequent effect son of our calculated values with experiments and previous
on vacancy concentrations may be enhanced diffusion via theory show good agreement for Si and CdTe. although our
percolation. It has been suggested4 2 that percolation effects calculated values are in general larger than experiments for
might play a role in diffusion in HgCdTe. Because vacancy those compounds for which data are available. This may be
densities will be greater on particular classes of sites, deter- due to differences in the occupation of localized levels, which
mined by the variations shown in Fig. 2, migration from one may be poorly modeled in our cluster calculation, particu-
low-energy site to another will be energetically favored over larly for the anion vacancy which in general creates donor
migration to a higher-energy site, assuming migration ener- levels in the gap. For the extraction energy of an atom of the
gies do not vary by as great an amount as E.,. If there are substituted species in the alloys, we find a nearly linear de-
enough low-energy sites to form percolation paths, then two pendence on the near-alloy environment, as expected, be-
parallel diffusion mechanisms may be present. This kind of cause the substitution is in second-neighbor sites. We have
multiple diffusion coefficient profile is observed for Hg in found a large variation in the extraction energy) with the
Hg, - , Cd. Te. 4" It remains to be proved that percolation, near-neighbor environment for the removal of an atom of the
rather than diffusion-down dislocation cores or some other common species for which the alloy substitution is in the
extrinsic mechanism, is the explanation for the Hg diffusion first-neighbor shell. In some alloys we have found the extrac-
results. If percolation is the explanation, then based on our tion energy to reach a minimum away from the compound

endpoints, indicating the possibility for enhanced vacancy
densities, and consequently enhanced diffusion, in the al-
loys.

17 present Hg
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L Zn APPENDIX A: COULOMB ENERGY
S1060 o _ 0 50 o0o o, 0 In the zinc-blende semiconductor compounds, the

x Zr,.CajTe x Cd,-HgTe x Hg,.Zn.Te cations and anions in the lattice carry a net charge of magni-

tude IZ 1, but of opposite sign at the two lattice sites. When aFIG. 17. Normalized cation vacancy concentrations in the Te common an- neutral cation or anion is removed from the zinc-blende lat-
ion alloys using the calculated cation extraction energies from Fig. 2 (solid

line) and linearly interpolated extraction energy based on the x = 0 and I tice. the net charge that previously resided at that site is
values from Fig. I (dashed line). redistributed in the lattice. This results in a modification to
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tne .OUlomo enLrgles in the crystal, both to the Madelung- tial-state cluster were fit to the experimental cohesive ener-
enhanced K and the average local electron-electron interac- gy, the equilibrium bond length do, and the experimental
tion energy U. Defining Z, as the charge initially residing on bulk modulus, respectively. For small bond-length varia-
an atom in the ith shell about the vacancy site, with Z,, the tions away from equilibrium, V, (d) can be expressed by the
charge on the central atom, Z, the charge on a first-neighbor Taylor's series expansion
atom, etc., and 6, as the modification to the charge on an ith- V(d = V, (d, ) + (d- V (d,,
neighbor atom when the vacancy is created, the contribution
to the vacancy formation energy due to the electron-electron -- (d - d,, )2 V1 " (d,) (B2)
energy A U and the Madelung energy AKare given by This form of V,, is used to compute the overlap energy of

AU , I---Ue-(Z, + 6,)2- (Z,)-2], (AI) final-state bonds of length d. The strain energy of the elastic
,l2 ) continuum is calculated from

Ej,'' = (d ) d 62 (B3)
2 where lcorresponds to the outermost shell of the cluster and

Cis an effective shear constant2- given by
((Z,+_,__,_+___ (Z,)(Z,)

X .Z .,)('+6) ('(, (A2) C = r,-[ 1.6(C,, - C,. ) + 4.8C,•] (134)

Experimental values for C,, - C1, and C, have been used.Here iandj sum over all shells ofatoms, m, and mn, sum over

the atoms within the ith andjth shell, respectively, and r, is
the distance between the m, th and rnm th atoms. The prime on APPENDIX C: DANGLING HYBRID INTERACTION
the sum in Eq. (A2) indicates that i =j is not to be included One additional correction to the vacancy formation en-
in the sum. Values for the intra-atomic interaction param- ergiesshould be added, because of the Jahn-Teller distortion
eter U, differ at the cation and anion site and were taken at the vacancy site and the resulting splitting of the degener-
from Ref. 47. acy and lowering of the total .energy. This interaction

From the diagonalization of the cluster Hamiltonian between the dangling hybrids at the vacancy site was not
containing a vacancy, we find, for most systems, that the included in the cluster Hamiltonian because only first-neigh-
charge redistribution is primarily to the first-neighbor shell bor interactions have been included to this point. For large
about the vacancy. Assuming all charge shift is to the first- enough cluster sizes (three or more shells of neighbors about
neighbor sites, the above expressions reduce to the vacancy site), the dangling hybrid states are narrowly

AU= - (,'U,, + 1U, )Ze- (A3) split intoasingly degenerate A state anda triply degenerate

S2.17 "T, state, from the coupling of the dangling hybrid levels
K= - Ze-. (A4) through unbroken cluster bonds. The direct dangling hybrid

d interaction results in an additional splitting of the levels at

In calculating AK we have included an effective reduction in the T,, symmetry vacancy site. with the .4, level lowered by

the Madelung constant to account for the effects of the finite an amount 3a and the T, levels raised by an amount a,

spacial extent of the atomic charge."e where a is the magnitude of the coupling constant. From
self-consistent Green's function calculations, Baraff, Kane,
and SchlUterav found a total of A, - T. splitting of 1.7 eV

APPENDIX B: LATTICE RELAXATION for the vacancy in silicon. Assuming half of this splitting

When a vacancy is created, the atoms about the vacancy results from the Coulomb interaction, we estimate

site will in general relax away from their perfect crystalline as, = 0.21 eV. To estimate the contribution of the splitting

position. Here we consider only radial displacements with the dangling hybrid energies on the vacancy formation

respect to the cluster center, Jahn-Teller distortions, which energy in other compounds. the value of a for Si is scaled

lower energies by breaking degeneracy, are not addressed. according to

For the unrelaxed lattice we define R,, as the distance from s,(e, )(d ')2
the cluster center to the nth atom shell. The relaxation in the a s. d
cluster containing a vacancy is then characterized by 6,,,
defined through the relationship as suggested by extended Hi.ickel theory. Here e,, is the hy-

brid energy for the cation or anion adjacent to the vacancy

= R,, ( I - 6,,), (BI) site. Although not rigorous, this simple scaling rule should

with r,, defined as the distance from the center to the nth- yield the proper trends among the compounds.

neighbor atom in the relaxed cluster.
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Defects In ZnTe, CdTe, and HgTe: Total energy calculations
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Total energies for various impurities and defects in HgTe, CdTe, and ZnTe are calculated.
Calculations were done using a self-consistent linear muffin-tin orbital (LMTO) method within
the local density and atomic spheres approximation. We calculate the total energy for substitution
on both lattice and interstitial sites, and estimate the lattice strain energies. Estimates of the
variation with the alloy predict a linear variation of the substitution energy with the local
concentration. We predict that the Te antisite will be more prevalent in all three of the compounds
than previously thought. The problem of cross doping during heteroepitaxy on GaAs is predicted
to be greater on the cation sublattice.

I. INTRODUCTION II. THEORY

Controlled doping of HgCdTe and HgZnTe during bulk and
epitaxial growth is an important aspect of device fabrication The self-consistent linear muffin-tin orbital (LMTO)
from these materials. Understanding the thermodynamics of method, originally developed by Andersen,' is used to calcu-
the various native point defects and impurities substitution late the substitution energies in HgTe, CdTe, and ZnTe. As
energies is a key step towards controlling the doping in these is customary, the LDA to the exchange-correlation energy is
narrow-gap alloys. Equilibrium between the native defects used to construct an effective one-electron potential. Within
and impurities, subject to a specified stoichiometry and ex- the atomic spheres approximation, LMTO is computation-
ternal phases, must be understood in order to deduce ways to ally efficient and, unlike the pseudopotential method. is suit-
improve control of doping in these materials. Additionally, able for solids composed from any atom in the periodic table.
the kinetics of defect and impurity diffsion can be important. We use a minimal (spd) basis set on atom- and space-cen-
Calculation of thermodynamic properties of the various na- tered atomic spheres. The resulting 18 functions per atom
tive and impurity point defects require free energies (enthal- are further reduced by orbital downfolding4 of all d-orbitals
pies and entropies) of formation. The energies reported here except those on the cation atomic spheres. Without such an
are the appropriate enthalpies. These energies also provide a optimal basis set, the large data base of calculations present-
reference point for the discussion of more complicated phe- ed here would not have been possible.
nomena, such as dopant incorporation during nonequilibri- Substitution energies are calculated from a difference in
um epitaxial growth or ion implantation. total energies of the compound with and without the defect

Accurate total energies of defects and impurities in semi- or impurity. Large unit cells of 32 spheres with one impurity
conductors are difficult to calculate. Even more challenging per cell are repeated periodically to form a superlattice of
is the theo y of the energy positions of the deep levels result- impurities. The sensitivity of the substitution energies to the
ing from such defects. Although tight-binding methods have size ofthe unit cell has been examined and errors of the order
been successful in studying the trends of deep levels as a of 0.2 eV are estimated. The periodic array of impurities
function of, for example, host lattice or alloy environment, results in the dispersion of the impurity states into bands in k
experimental guidelines are often used to specify the impuri- space, contributing to the difficulty in identifying the deep
ty potential itself.' Because the local density approximation state energies. As a check of the present supercell approach,
(LDA) yields an incorrect band gap, identifying the energy we have repeated the LMTO Green's function calculations
levels of localized states in the band gap in first-principle done by Beeler et al. using supercells, and we find similar
calculations using the LDA is still an outstanding problem. conclusions for the chalcogen impurities in silicon.
Additionally, in the present work, the use of supercells leads Because the lattice strain about some impurities and de-
to a large dispersion in the localized states, adding to diffi- fects can be substantial, calculation of the relaxation energy
culty in directly calculating the deep state energies, although is necessary to yield an accurate estimate of the total ener-
attempts have been made to do so.2 In the present work, we gies. In the present calculation, Methfessel's form of the
do not focus on the exact positioning of the localized levels in force theorem' is used to calculate the pressure on each su-
discussing our results, although general trends in the deep percell containing a single defect or impurity. An upper esti-
levels are discussed in some cases. mate of the lattice-relaxation energy is calculated assuming

The remainder of this paper is organized as follows. In all bonds in the supercell respond uniformly to this pressure,
Sec. II, the theoretical approach is summarized and refer- characterized by the bulk modulus of the host lattice.
ences to the appropriate literature are made. In Sec. III, we The atomic spheres approximation (ASA), as used in the
present results for an array of native defects and dopants in present work, also substitutes for the true density functional
HgTe, CdTe, and ZnTe. The work is summarized and con- one that spheridizes the output density. In consequence of
clusions are drawn in Sec. IV. this, calculation for defects with high deviations from cubic
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symmetry, (e.g., defects that cause large strain) must be taken to free atom states. For example, for the anion antisite
viewed with caution. defect in HgTe, the initial state is bulk HgTe with a free Te

atom and the final state is bulk HgTe with one antisite defect
III. RESULTS and a Hg in the free-atom state. This serves as a convenient

For the pure compounds without any defects, the LMTO- reference from which other energies of interest can be easily
ASA was found to give cohesive energies, bond lengths, and obtained. We caution against a direct interpretation of the
bulk moduli in good agreement with experiment. Calculated numbers in this table, because the relative and absolute mag-

cohesive energies per bond are - 1.28, - 1.19, and - 0.91 nitudes, as well as the sign of the energies, may change when
eV for ZnTe, CdTe, and HgTe, respectively, compared to the another reference state is chosen. Perhaps of more interest
experimental values of - 1.20, - 1.10, and - 0.82 eV. To- for some cases is when the impurities are taken from the pure

tal energies for several group IB, III, and V dopants in the solids, rather than the free-atom state. This reference state
pure compounds HgTe, CdTe, and ZnTe are summarized in was calculated for several of the impurities, and substitution
Table T. Alsoshown are the total energies for theantisite and energies are given in Table II. For impurity doping during
self-interstitials. Two nonequivalent tetrahedral interstitial LPE and bulk growth, the liquid final state is the relevant
sites were considered, one with four anion nearest neighbors one, and can be obtained if the energy of the atoms in the
I (Te), and the other with four cation nearest neighbors liquid phase are known.

I(Zn, Cd, or Hg).
The total energies given in Table I are referenced to initial A. Cu, Ag, and Au impurities

and final states where the excess (or exchanged) atoms are We first consider a situation in which a group IB metal
(Cu, Ag, or Au) is deposited as a solid on the surface of the

TABLE I. Total energies of defect formation. Notation is A (B), where A is II-VI compound of interest, and ask which has the lowest
the defect and B is the defect site. When atoms are added or removed in the energy for substitution on the cation lattice. From Table 1I
formation of a defect, the free atom initial and final states are used as a we find that Ag has the lowest substitution energy in HgTe
reference. Sign in parentheses following the energies have the following and CdTe, while Cu has the lowest energy for ZnTe. Implicit
meaning: ( + + ) relaxation is outward and relaxation energy is greater in these energies is the assumption that the replaced cation
than 0.25 eV; ( + ) relaxation is outward and relaxation energy is less than
0.25 eV; (.) relaxation is negligible; ( - ) relaxation is inward and relaxa- escapes to the vapor and equilibrium is achieved (i.e., rates
tion energy is less than 0.25 eV. of diffusion are not relevant).

The above ease of substitution will be changed if the impu-

Total energy (eV) rity is being introduced from the vapor. In this case, Ag will
substitute most easily in ZnTe and CdTe, while Au will sub-

Defect ZnTe CdTe HgTe stitute most easily in HgTe. For ZnTe and CdTe, which have

Group IB impurities relatively wide band gaps, the zero-temperature substitution
Cu (cation) -1 .41( +) - 0.98( -) - 2.21( -) energies for the intrinsic compound may be altered as a de-
Ag (cation) -0.28( +) -0.62( -) - 1.92( -) pendence on the Fermi energy and deep-state energies enters
Au (cation) -0 .53(.) - 1.02( - ) - 2.33( - ) in the substitution enthalpies.

Group Ill impurities Although the above conclusions are based on enthalpy
Al (cation) -1 .04( +) - 1.57(.) - 3.02( -) consicerations alone, the conclusions still hold if the three

Ga (cation) -0.25( +) -0.77(.) -2.02(.) metals are compared for the same external conditions, i.e.,
In (cation) + 0.80( + . ) -0 .44( +) - 1.93( +) temperature and Hg pressure. The substitution energies are

only one aspect needed to understand the diffusion of these
Group V impurities

P (Te) + 1.26(-) + 1.39( - ) + 1.07(-)

As (Te) + l.10( -) + 1.23( - ) +0.80( -) TABLE II. Total energies ofdefect formation. Notation is A (B), where A is

Sb (Te) + 0.95( -) + .08(.) + 0.48( -) thedefect and Bis thedefect site. ForTeandimpurity, the pure solid is used

P (cation) + 1.45( + ) +0.74(.) -0.56(.) as a reference; the free-atom state is used as the final state for the Zn. Cd, or

Sb (cation) + 3.07( + + ) + 1.51( -) -0.36(+) Hg cation. Energies for the elemental solids are taken from experiment.

Impurity-interstitials Total energy (eV)
P[I(cation)] +0.01(+ +) -0.17(+) -0.41(+)
P [I (Te)l +0.54(+ + ) +0.05( +) -0.90( +) Defect ZnTe CdTe HgTe
In [I (cation) I ... ... -0.83( + + )
In 11 (Te)l .. ... -0.82(+ + ) Cu (cation) + 2.08 + 2.51 + 1.28

Ag (cation) + 2.67 + 2.33 + 1.03
Self-interstitials Au (cation) + 3.27 + 2.78 + 1.47

Cation 11 (cation) I + 0.43( + + ) + 0.87(+ +) + 0.98(+ + ) Al (cation) + 2.35 + 1.82 + 0.37
Cation [I (Te)] +0.78( ++) + 1.03( ++) +0.84( ++) Ga (cation) +2.56 +2.04 +0.79
Te [ (cation)] +2.61(+ +) + 1.45(4 +) + 1.33( + +) In (cation) + 3.32 +2.08 +0.59

Te [I(Te)1 +4.28( + +) +2.63(+ +) + 1.32(++) P (Te) +2.50 + 2.53 + 2.31
As (Te) + 1.87 + 2.00 + 1.57

Antisites Sb (Te) + 1.51 + 1.64 + 1.04
Cation (Te) + 4.62( + ) + 3.94(.) + 3.22(.) P (cation) + 4.88 + 4.17 + 2.87
Te (cation) + 4.59( + ) + 2.52( . ) + 0.89( + ) Sb (cation) + 5.82 + 4.26 + 2.39
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metals into the compounds. The rates of diffusion, as well as C. P, As, and Sb impurities
other chemical reactions (e.g., formation of metal tellu- Because the group V elements are slow diffusers,' it is just
rides) must be included for a full description of the behavior this class of impurities that is desired to achieve impurity
of these metals with the compounds. controlled p-type doping in HgCdTe. We find that the Sb

substitution energy is smallest, while P is largest in all three
compounds. The differences between the substitution ener-

B. Al, Ga, and In impurities gies in ZnTe. CdTe, and HgTe are not as pronounced as was
seen for impurity substitution on the cation site. Substitution

is deposited on the surface and ask the relative ease for sub- energies for P and Sb on the cation sublattice have also been
isdepositednon the sopurfacend ask the relativeoeaseo sub -Fcalculated. Note that in HgTe the substitution energy for P
stitution into the compound on the cation sublattice. From does not differ significantly on the Hg and Te sublattice.
the energies in Table II, we find that Al will substitute most Adtoalw e rmTbeIta h nesiileeg
easilyAdditionally, we see from Table I that the interstitial energyCdTe, and HgTe. In CdTe and HgTe, In-an oft-employed of P with respect to solid P is comparable to the lattice substi-
Cdeandin Hg~TeInCd as an Toe, substin-aion of-emoyed i tution energies. This result is consistent with the amphotericdopant in HgCdTe--also has a low substitution energy; in behavior of this element in HgTe, observed by Vydyanath.•

ZnTe, because of a large size mismatch, the In substitution Wehalsor ot that th su bst erges fo V allthe

energy is substantially larger than that of Al and Ga. Based Gr o ipte are lagstin eneThis suggest tha

on these results, one would expect the doping of HgZnTe Group V impurities are largest in CdTe. This suggests that

with this class of impurities will be more difficult than in HgZnTe.

HgCdTe. Because all of the energies for the group Ill impur- This conclusion is based on prcliminary calculations, which
itiesnHgdTe. Beae ales t the energiespfrctivegro impurities inindicate that the substitution energies of this class of defectsities in HgTe are less than the respective impurities in ZnTe vre ierywt opsto ntealy

and CdTe, we predict that the equilibrium doping in HgTe varies linearly with composition in the alloy.

(and thus HgCdTe and HgZnTe) will be easier than in the
pure compounds CdTe and ZnTe. D. Native defects: Accommodation of deviations

When the free-atom final states are considered, the group from stoichiometry
III elements are predicted to be stable in ZnTe. CdTe, and Deviations from stoichiometry can be accommodated by
HgTe, i.e., their binding energies are less than zero, with the a number of native defects: antIsites. interstitials, vacancies,
exception of the highly strained In impurity in ZnTe. For the second phase precipitates. and extended defects (e.g., point
In going into the interstitial sites in HgTe, the energies are defect complexes, dislocations). As discussed by Schaake
also less than zero, indicating the relative stability of these and Tregilgas., which of these defects dominates is deter-
sites in HgTe. and the mercury-rich alloys HgCdTe and mined both by equilibrium considerations and the rate at
HgZnTe. Thus, if the In atoms are delegated to the intersti- which equilibrium is established.
tial sites during epitaxial growth (e.g., via kinetic processes We considered the relative enthalpies for accommodation

on the growth surface), the interstitial sites will be relatively of a specified nonstoichiometry by the first four defects

stable for these atoms. named above. We arbitrarily choose the reference state as

Consider one further situation in which the group III ele- that ofthe pe arbcompound with excess Te accommodated by

ment is incorporated interstitially into the compound, either Te solid. With respect to this reference state, the energy

through ion implantation or during epitaxial growth. We ask change for the fourth mode of accommodation is zero. The

then how much energy does it take to exchange the intersti- relevant reaction to accommodate one excess Te by the for-

tial with an atom on a cation lattice site, leaving the cation in mation of an Te antisite is

an interstitial site and the impurity on a lattice site. For ex-

ample, for In in HgTe, we consider the following reaction: Te, --TesTe.,. (3)
The energy for this reaction is given by 0.5 (ET.,Hg, - 2 Eb

In, + Hg~g -InHg + Hg,. (1) + 2ET,,),whereET, andEb are the absolute magnitudes of
the energy per atom of Te solid and energy per bond for the

The energy for this reaction is HgTe compound. both with respect to the free atoms. To
accommodate one excess Te by the formation of a Te inter-

E = + EH<) ~ - El,()) + Enl)Hg) stitial, i.e.,

= -0.2 eV. (2) Te,--.Te, (4)

Although this reaction is found to be exothermic and there- an energy ETeltITeor Hg) I + ETe, is necessary. To calculate
fore is predicted to proceed based on total energy consider- the energy to accommodate the nonstoichiometry by Hg va-
ations alone, this conclusion is not within the accuracy of the cancies, we use the experimental values for the Hg vacancy-
present calculation. Additionally, activation barriers may be formation energy from Vydyanath,'° E,,Hg8 = 2.2 eV, and
large because of the atom-swapping process. Additionally, the experimental cohesive energy per bond of 0.82 eV for
the equilibrium with the other native defects such as vacan- HgTe. The relevant equation for the above is
cies and antisites must be considered before predicting if the Te (5)
reaction will proceed. The answer in any particular case may T VHi TeT+,
well depend on the detailed initial state of the solid, e.g., the with energy given by E,.) Hg - 2E, + E,,. The energies for
vacancy concentrations, dislocation density, or carrier type. the above equations, as well as those for CdTe and ZnTe, are
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TABLE Ill. Defect energies to accommodate excess Te (or Hg. Cd or Zn TABLE IV Total energies of defect formation for Zn. Cd. Hg. and Te in
deficiency) Energies are referred to the pure stoichiometnc compound GaAs Reference is same as in Table I
with the nonstoichiometry accommodated by solid Te. and are per excess
Te. The two values shown for the interstitial correspond to the cation- and Total energy (eV)
anion-rimerstitiad sites.

Defect/defect reaction ZnTe CdTe HgTe
Total energy (eV)Totalenergy_(eV__ Cation (Ga) -,- 2 14 ±- 3.25 - 4.61

Natise defect ZnTe CdTe HgTe Te (As) 2.92 + 292 + 292
Anion exchange I Eq. 7) ] + 189 2.48 2.59

Te antisites + 3.21 + 2.29 + 1.75 Cation exchange [Eq. (6)1 3 93 4.5 372

Te interstitials + 4.82. - 6.50 -1- 3.67, + 4.84 + 3.57, -.- 3.57
Cation vacancies + 4.90 + 470 + 2.78
Te precipitates 0.00 0.00 0.00

Table IV. All of the energies for the interchange reactions
are positive, indicating that, based on the enthalpy contribu-
tion to the free energy, the reactions will be inhibited (endo-

summarized in Table Ill. Vacancy-formation energies for thermic). Thus, the enthalpies of reaction will not tend to
CdTe and ZnTe were taken from experiment' and a tight- drive cross-doping heteroepitaxy in this system. Because the
binding calculation,'2 respectively, entropy contributions for cation and anion lattice exchange

Our results indicate that the antisite has a lower enthalpy are of the same form, and because the cation energies are
of formation than the vacancy in all three compounds, and smaller, we can conclude that cross doping on the cation
that the energy for the interstitial is comparable to or greater sublattice will be more dominant than on the anion sublat-
than that for the vacancy. The Te antisites and interstitials tice. Note that the calculated enthalpies do not include the
both exhibit large strain energy, an estimate of which has strain expected to be present on the lattice-mismatched in-
been included in the energies in Table III. These strain con- terface.
tributions are estimates, and thus the conclusions reached
here must be viewed as somewhat tentative. The configura- IV. CONCLUSIONS AND FUTURE WORK
tional entropy contribution to the free energy for the anti- We are currently developing several improvements to the
sites and vacancies are the comparable, and our results indi- present work, which should result in more accurate esti-
cate that the antisite should be abundant. If-as exnected on iates of the total energies. First, the lattice relaxation ener-
simple considerations-the Te antisite is a donor, it could be gies were estimated using the total pressure on a supercell.
a major contributor to the residual donor in Hg annealed assuming that all the bonds in the lattice respond uniformly.
samples. If both vacancies and antisites are present, compen- characterized by the bulk modulus. Because the strain is lo-
sation will occur and a net p- or n-type material can result, calized in the bonds nearest to the misfit impurity or intersti-
depending on the defect-state structure of each material. tial, the bonds nearer the defect will, in fact, relax more than
Finally, the Te antisites may have associated with them deep those far from the defect. We are currently working on this
levels in the band gap, most probably donorlike. These may problem. Second, the identification of the energy position of

be the deep states at 0.4 E., and 0.7 E., where Eg is the band any deep states produced by the defects, such as the antisites
gap energy, present in undoped HgCdTe, which appear don- ard interstitials, remains a challenge. The first improvement
orlike. " We are currently confirming the results of the total to the current work is the implementation of a Green's func-
energy calculations using a full-potential LMTO, in which tion approach to calculate the properties of truly isolated
the ASA is removed. For now, we conclude that the antisite defects in the compounds. Unfortunately, until the source of
is probably more abundant than previously thought, and the band gap problem in the LDA is resolved, at most one
that it may be the source of the donorlike deep states in can expect from such calculations is trends in the deep levels,
undoped HgCdTe. not absolute energies with respect to the band edge. Finally,

the variation of substitution energy with alloy concentration

E. Heteroepitaxy on GaAs needs to be investigated further. Preliminary calculations
indicate that the substitution energies vary linearly with al-

To study the tendency for cross doping across a GaAs/II- loy composition.
VI epilayer interface, we have calculated the energies for Several conclusions can be drawn from the above results.
interchange of cations or anions. For example, for a CdTe (i) In appears relatively stable in the interstitial sites, per-
epitaxial layer on a GaAs substrate, we must consider the haps explaining the difficulty in obtaining active In during
reactions epitaxial growth, where nucleation and kinetic effects may

Cdcd + GaG. -Cdoa + Gacd (6) favor interstitial incorporation of In.

and (ii) Enthalpy considerations indicate that interstitital In
may be favored to exchange with Hg on lattice sites.

TeT- AsA --TEA, + AS-r. (7) (iii) P and Sb energies on the cation and anion sublattice

Table IV summarizes calculated substitution energies for and interstitial sites in HgTe are all comparable, consistent
Zn, Cd, Hg, and Te in GaAs. The energies of the above reac- with the experimentally observed amphoteric behavior of
tions for ZnTe, CdTe, and HgTe on GaAs are also given in these elements, as a function of Hg pressure.
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ABSTRACT

We review our recent work on the surface binding
energies for HgTe and CdTe on the (111) and (III)
aurfaces. We find that the surface binding energies

are not simply proportional to the number of surface
bonds times the bulk cohesive energy per bond, bu,
rather depend on the ionicity and band gap of the
compound. From the surface binding energies for an
isolated atom and an atom in the middle of an island,
we have deduced an effective surface-dependent pair
interaction, which is found to be attractive for HgTe
and repulsive for CdTe. Concequences of these inter-

actions on the nature of the growth are discussed.

1.0 INTRODUCTION

Molecular beam epitaxial (MBE) growth of HgCdTe has established itself as an impor-

tant method for the fabrication of superlattices, abrupt heterojunctions and other novel
device structures. However, growth by MBE is plagued by a number of difficulties. Mate-

rial growth rate, stoichiometry and quality are determined by many parameters, including
the orientation of the growth surface, substrate temperatures and the beam fluxes. In ad-

dition, dopant incorporation and activity in MBE growth differ markedly from traditional

bulk growth from the liquid, and may vary with substrate orientation. Optimization of
growth parameters in the absence of any microscopic insight as guidance is a difficult as
well as an unsatisfying task. Much insight has been gained through experimental programs,
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some of which include powerful surface-analytic techniques such as RHEED. Another ap-

proach has been to understand the MBE growth through theoretical models. The goal of

these models has been to capture the essential physics of this admittedly complex process

and to provide guidance into the effects of variations within some experimental parameter

space. An important input to these models is the binding energies of the constituent atoms

on the surface. To our knowledge, all of these models assume surface energies which are

calculated by multiplying the number of bonds being made to the surface times the bulk

cohesive energy per bond. We have removed this assumption.
In this paper we summarize our recent work on surface energies for growth models of

the constituent compounds of HgCdTe, HgTe, and CdTe, on the (111) and (III) surfaces.

The results presented here have been published previously 1-3 and the reader is referred

there for further detail.

2.0 THEORETICAL APPROACH

We begin by defining several surface energies of interest for the growth of a compound

AB. Consider the (111) surface which is terminated with cations (A) which are triply
bonded to the layer below. When an isolated anion (B) bonds to this surface it makes one

bond to the surface. We refer to the energy needed as the dilute surface binding energy,

EB(111). Similarly, the binding energy of an isolated A atom on the (i1) surfaces is

EA(111). Another energy of interest in the modeling of the growth process is the energy

of binding, not of an isolated atom, but rather an atom in the middle of an island of like

atoms. We refer to this as the binding energy in the concentrated limit. For example the

binding energy of a singly bonded B atom, in the middle of a B-atom island, to the (ill)

surface is denoted by EB(111). Thus, considering these two surface concentration limits

only, we calculate eight energies for each compound (including the energies for the atoms

that are triply bonded to the layer below.

From the dilute and concentrated binding energies for an atom on a given surface, we

can deduce the effective surface- pair interaction energy. For example, by comparing

1. Krishnamurthy, S., M.A. Berding, A. Sher, and A.-B. Chen, Physical Review Letters

64, 2531 (1990).

2. Krishnamurthy, S., M.A. Berding, A. Sher, and A.-B. Chen, Accepted for publication

in the Journal of Applied Physics.

3. Berding, M.A., S.Krishnamurthy, A. Sher, and A.-B. Chen, Journal of Applied Physics

67, 6175 (1990).
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EB(l1].) and EB(l11), we note that both energies include the binding to the underlying

layer and their difference is in the in-plane bonds. On the (111) surface, these six in-

plane bonds are second-neighbor bonds, and the in-plane pair interaction energy is given

by Ep = (EP-EB). We have calculated the surface binding energies using a tight-binding

Green's function method which is especially suitable for systems with planar :•,,..etry,

such as superlattices and surfaces. This method has also been used to calculate the cleavage

energies, yielding good agreement with experiment 3 . The ideal surface Green's function

is perturbed by the removal or the addition of an atom to the surface for the calculation

of the concentrated and dilute surface energies, respectively. The change in the density of

states resulting from this perturbation is used to calculate the change in electronic .energy

upon removal or addition of an atom. Calculational details are given elsewherel,2

3.0 RESULTS

Surface binding energies for the (111) and (III) surfaces are calculated for HgTe and

CdTe. Results are given in Table 1. Also shown are the bulk cohesive energies per bond, Eb.

From the dilute and concentrated energies an effective surface pair interaction is deduced

and these energies are also summarized in Table 1.

TABLE 1: SURFACE BINDING AND PAIR INTERACTION ENERGIES

Ed(111) Ec(111) Ep Ed(TTT) Ec(TTT) Fp Eb

eV eV ev eV eV v dV

HgTe -i 0.3 -1.1 -0.23 0.2 -0.3 -0.08 -0.8

Te -1.8 -3.8 -0.33 -2.8 -2.8 0 -0.8

CoTe W: -2.7 -0.6 0.35 -2.2 -1.3 0.15 -1.1

Te -3.9. -4.2 -0.05 -5.2 -2.1 0.52 -1.1

We note several features of the binding energies in Table 1 and their concequences.

First we see that the surface binding energies are not simply proportional to the number

of bonds being made to the substrate. This is evident from the fact that, for example,

EfB(I11) 0 EB(111) * I . Eb, one being the number of bonds being made to the surface.

Also, as expected, the magnitude of the surface binding energies is larger for CdTe than for

HgTe, consistent with the difference in bond strengths in these compounds, and the anions
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are more strongly bound to the surface than the cations. Furthermore, we note that in

some cases Ed > Ec, implying that an isolated atom is less strongly bound to the surface

than an atom in an island, which is what one might expect based on the assumption of

attractive second-neighbor bonds, while in other cases, Ed < Ec, implying that an isolated

atom is more strongly bound to the surface. The former case correspond to Ep < 0 and an

effective attractive surface- pair interaction, and the latter case to Ep > 0 and an effective

repulsive surface-pair interaction

The surface pair energies in general are found to be repulsive for CdTe and attractive

for HgTe. These results were explained1 from differences in the charge 'ransfer from

cation to anion surface states, which is more pronounced in systems with larger band gaps.

Furthermore we have found that the repulsive energies can be associated with more ionic

compounds with large differences between the anion- and cation derived surface states.

The difference in the nature of surface interactions should manifest itself in the nature

of growth surfaces at low temperatures. By low temperatures we refer to temperatures

less than some critical temperature, Tc, which corresponds to some surface order-disorder

transition. At temperatures above Tc, entropy will dominate and for surfaces with both

attractive and repulsive effective pair energies the total surface will be largely disordered.

Below the critical temperature the surface will be largely ordered, consisting of islands

of atoms when Ep < 0 and consisting of ordered arrangements of atoms minimizing the

number of in-plane atom pairs when Ep > 0.

4.0 CONCLUSIONS

Although the above discussion leads to some insight into the different behavior of the

growth surfaces expected for HgTe and CdTe for T < Tc, the energies must be incorporated

into a more complete growth model that includes the effects of, for example, surface-atom

mobility. We can extrapolate to the alloy system Hgl-.CdzTe to deduce the nature of

the surface-pair interactions there. Because all infrared applications of this alloy are for

low x values and thus narrow energy band gaps, we expect the surface energies to be

largely attractive, implying layer growth through island formation. Some differences can

be expected between the two cation species on the surfaces. We are currently investigating

these differences.

This work has been supported by ONR contract N00014-88-C0096 and NASA contract

NAS1-1S226.

83



88 Journal of Crystal Growth 109 (1991) 88-93
North-Holland

Epitaxially grown semiconductor surfaces

Srinivasan Krishnamurthy, M.A. Berding, A. Sher
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and

A.-B. Chen
Physics Department, Auburn Unwersity. Auburn, Alabama 36849. USA

The atomic distributions on surfaces of Si, GaAs. HgTe and CdTe are studied as functions of temperature and substrate
orientation in the [1001, (1111 and [1111 directions. Surface entropy is calculated within the quasichemical approximation and the pair
interaction energies are obtained using the tight-binding Green's function method. In most cases considered, the interactions between
the atoms are attractive and they tend to congregate into islands for submonolayer coverage at temperatures below the roughening
transition temperatures. Free energy curves for double-layer growth are presented. We find that growth in this case is mostly layer by
layer as is often observed in atomic layer or molecular epitaxial growth. However, in cases such as Ga terminated (ill) GaAs
surfaces and most CdTe surfaces, the in-plane interactions are predicted to be repulsive. The calculated order-disorder transition
temperatures for these cases are often much larger than usual growth temperatures and, consequently, incompletely filled surfaces are
expected to have domains in which atoms and vacancies arrange themselves in superlattice patterns.

1. Introduction beam epitaxy (MBE) is believed to take place
under nonequilibrium growth conditions [1-4].

Properties of semiconductor surfaces during ep- However, when the surface relaxation rate is much
itaxial growth are sensitively dependent on the larger than the arrival rate, a thermodynamic
nature of the interactions between surface atoms. model can be expected to qualitatively describe
When the interaction between the atoms is attrac- the morphology of the growth surface. This is
tive, the surface grows with formation of islands at because surface atoms will have enough time to
temperatures below a critical temperature known minimize their free energy before the arrival of the
as roughness transition temperature. However, next atom. Statistical models with various degrees
when the interaction between the atoms is repul- of approximations are frequently used to study the
sive, the surface undergoes an order-disorder nature of the surface [5-141. To our knowledge,
transition. At growth temperatures below the none of these studies has been extended to con-
order-disorder transition temperature, surface sider the surface arrangement of vacancies in a
atoms and vacancies arrange themselves in a su- zinc-blende lattice.
perlattice pattern that minimizes the number of In this paper, a thermodynamic model in a
atom-atom pairs. Irrespective of the nature of quasichemical approximation (QCA) with pair in-
interaction, the sites are occupied uniformly at teractions is used to study the equilibrium multi-
growth temperatures well above the corresponding layer growth surface. Results of multilayer growth
critical temperature. of a model cubic lattice are given. The strength of

Growth by low-temperature epitaxial methods pair interaction on various ideal semiconductor
such as atomic layer epitaxy (ALE) and molecular surfaces is obtained from various surface sublima-

0022-0248/91/$03.50 0 1991 - Elsevier Science Publishers B.V. (North-Holland)
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tion energies calculated using the tight-binding urations are energetically less favorable, they con-
Green's function method [15,161. The pair interac- tribute to entropy and thus they should be allowed
tion energies are then used in this thermodynamic in the calculation of free energy. In a multilayer
model to obtain the minimized free energy. The model, we consider four types of pairs (viz., AA.
qualitative nature of realistic semiconductor AV. VA. VV) within a layer, and the same four
surfaces is discussed. types of pairs with the layer below, where A and

V, respectively, represent atom and vacancy. The
number of pairs in each of these classes in the ith

2. Thermodymic model layer is denoted as M" and Q''-" where p takes
values 0. 1, 2, or 3. t and E, are corresponding

We assume that total enthalpy of the surface pair energies in units of kT7. where T. is the
can be written as a sum of various pair energies. growth temperature. We further denote the ran-

In the QCA, we assume that these pairs are dis- dom probability of finding respective pairs in the
tributed randomly (17]. Although, in most cases. ith layer as y5(0) and :,(0). 710 and 71, are the
this approximation is better than the Bragg-Wil- number of intra- and inter-plane near neighbors.

liams approximation, it still overestimates the en- respectively. Then the change in free energy, .f,
tropy. The roughening transition temperature ob- is
tained for a square lattice with QCA is about 25%,. , 1
larger than the exact value due to Onsagar [5]. In A [ iov'c+ - 'In W,, ()

addition, because the correlation between the pairs P
and beyond are assumed to be zero, the surface at
the critical temperature, where large scale fluctua-
tions exist, is not expected to be described cor- N! M1Q
rectly. However, epitaxial growth by ALE and W', , (N - N,)!M!

MBE are normally carried out at temperatures
well below the transition temperature, and the [.•(0)]o'-',

approximation considered here will remain valid.
Higher order approximations with corresponding [ Q-. •
cluster energies will be the subject of future work. '
The results obtained using QCA with pair interac- -_,, P
tion can be obtained equivalently with Bethe's yP ý-• ,M = Q p = 0, 1, 2. 3,

approximation [8]. However, generalization to q0N
multilayer growth problems and higher-order ap- M= 2 Q q

proximations are straightforward with QCA en- y,(0)--X2, y;(0)--y•(0)= X,(1 X,),
tropy expression used here. (

To calculate the free energy within the QCA, y•(O) = (1 - x,)2,
first we identify all distinct classes of pairs that - ,
contribute to free energy. Then ., write the prob- Z(0) = xx 1, zJ() = x, 10 -

ability for the occurrence of each type of pair. z4(0) = x,(1- x,- ),
Using appropriate factors for indistinguishability z;(O) = (1 -x,)(1 -x,-),
of pairs, the entropy for different surface layers is
written with constraints relating various pairs. The with constraints
free energy obtained from the entropy and the 2y +yi +y2 = 2x,, 2 y +y +.v, = 2(1 - x,).
interaction energy for each class of pairs, is mini-
mized to get most probable distribution. In our Y1 =Y2,
riultilayer model, an atomic site in any upper X, + '+ z2=x,.' 3+•- -'- ,.

layer can be occupied even if the site immediately

below it is not occupied. Although these config- Z3 + =2, -x,_ 1

85



90 S. Krishnamurthv et al / Epitaxiallv grok n semconductor surfaces

and surface orientations are obtained using the tight-
binding Green's function (GF) method. Because

, I the details of calculational procedure have been
published elsewhere 115.16,18]. here the discussion
will be limited to offer only continuity.

Note that for every layer i, we introduce nine We define surface sublimation energy (SSE) as
variables (viz., MA,, Q, '. and x,), and eight the difference between the total energy of a surface
constraints. Thus, the free energy has to be mini- plus a free atom and that of the surface with the
mized in one additional variable for every new atom bonded to It. In this convention, a positive
layer added. As a test case, we can use this model SSE means that atoms will require energy to go
to study the (100) surface of a mono-atomic sim- from surface to vapor. The calculation of SSE
pie cubic solid. We further assume that atom-atom proceeds in two steps. First, the GF for an ideal
pair energy is to and all other energies are zero. atomically smooth surface is calculated in terms of
Then we find that smooth-to-rough transition oc- bulk GF. using Dyson's expansion. Then, the
curs at the value of 0.74 for kTg/co. In addition, modified GF with an atom added to or removed
the transition temperature changes little upon in- from the surface is calculated in terms of surface
clusion of interlayer interactions. This is in agree- GF. The change density of states introduced by
ment with that obtained by Burton and coworkers perturbations is used to obtain the electronic en-
[8], who calculated the transition temperature in
Bethe's approximation. Although the surface de- The perturbation to the surface that Involves
composition and transition temperature change the removal of an atom. leaving a surface vacancy
very little with the addition of a layer, the finite behind, is referred to as surface sublimation from
values obtained in our calculation of the number concentrated surface and the corresponding SSE is
of various pairs in different layers will provide denoted as Ec. This removal entails breaking bonds
information on surface morphology when realistic with the layer below and in-plane, and sometimes,
crystal structures are examined. second-neighbor surface bonds. The perturbation

to the surface that involves the removal of an
atom thus leaving an ideal flat surface behind, is

3. Pair interaction energies referred to as sublimation from dilute surface and
the corresponding SSE is denoted as Ed. Here, the

The model described in the previous section has removal necessitates breaking bonds only with the
been generalized io the case of diamond and zinc- layer below.
blende lattices. In order to use this model to study In this model, it is clear that the effective
realistic semiconductor surfaces, we need the pair atom-atom pair interaction energy, between atoms
interaction energies. These energies for various on the surface is simply (Ec - Ed)/iTo. where %1 is

Table 1
In-plane pair interaction energy, to and transition temperature; all energies are in eV; number of bonds broken with the layer below
are given in parentheses; the roughening transition temperature (T,) and order-disorder transition temperature (Tc) are in kelvin

Orien- Removed Si GaAs CdTe HgTe
tation atomstto ats to T, (K) to Tc (K) to Tc (K) to Tc (K)

(111) a(1) 0.35 3700 0.25 2600 0.05 500 .0.33 3500
c(3) 0.37 3900 0.02 200 -0.35 1400 0 0.23 2400

(111) a(3) 0.37 3900 0.07 700 -0.52 2100 ' 0 0
c(O) 0.35 3700 -0.10 410 * -0.15 600 * 0.08 900

(100) a(2) 0.48 3200 0.33 2200 -0.60 4000 * 0.18 1200
c(2) 0.48 3200 0.25 1700 -0.50 3300 * 0.30 2200
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the number of near-neighbor surface bonds. A islands grow in size with a fixed vacancy con-
positive (negative) to implies an attractive (repul- centration until the layer is fully grown.
sive) interaction between surface atoms. Calcu- Because the (100) surface is a square lattice,
lated values of to are given in table 1 for (111), exact value of 0.57 0/k 8 given by Onsagar [5] is
(111) and (100) surfaces of Si, GaAs, CdTe and used to obtain T. kB is the Boltzmann constant,
HgTe. Notice that the (111) surface can terminate For the hexagonal lattice, observed in (111) onen-
either with triply bonded cations or with singly tation, the exact value of T, is 0.91 co/kB [191.
bonded anions. The opposite bonding arrange- The calculated T; are given in table I for Si, HgTe
ment is found in the [fil] direction. and most GaAs surfaces. Note that the Tc is much

Ec is expected to be larger than Ed, because all larger than the typical growth temperature for
dangling bonds in the concentrated case interact these elements and compound (except for ( 11) Te
to form a partially filled band with resulting lower terminated HgTe surface) ALE growth of these
energy. We see that this interpretation explains materials is dominated by formation of nearly
the trends observed in Si, HgTe and, in most perfect islands.
cases, GaAs. However, in all other cases we find When the interaction between surface atoms is
the in-plane surface interaction to be repulsive, repulsive, as in a Ga-terminated (111) GaAs
The mechanism that drives some semiconductor surface and all CdTe surfaces, the free energy of
orientations to have E, smaller than Ed has been eq. (1) always remains negative with one m-ini-
interpreted to be the charge transfer between the mum. However, these surfaces undergo a different
surface Fermi level and the newly exposed dan- kind of phase transition known as order-disorder
gling bond states [15]. Because such a transfer is transition. At temperatures above the critical tern-
large in wide-gap ionic compounds, the surface perature, T:*, the surface is disordered and sites
interactions CdTe and ZnTe are predicted to be will be occupied randomly by atoms and vacan-
repulsive. cies. At temperatures below T,*, the atoms and

vacancies on the surface will arrange themselves in
domains of ordered patterns to minimize the num-

4. Results and discussion ber of atom-atom pairs. The nature of the super-
lattice arrangements and area of these domains

In ALE, grown from a free atom vapor phase, depend on the growth temperature and surface
only one type of atom species (anion or cation) is coverage. For example, at temperatures well below
present at any given time. The atom-atom pair T7* for a square lattice of 50% coverage, thc
energies calculated in the previous section can be superlattice pattern will look like a checker board.
used in a single-layer growth model to obtain where every near-neighbor site of atom (vacancy)
minimized free energy as function of layer cover- is occupied by vacancies (atoms). This type of
age, x. In this model, all other pair energies are arrangement can be envisioned for a mono-layer
assumed to be zero. When the interaction between growth in (100) orientation. T7* calculated using
the atoms is attractive (% > 0), the surface will Onsagar's result for (100) surfaces and that using
undergo a smooth-to-rough transition as the grow- an exact value of 0.35 £0 /kB [20] for (111) orienta-
th temperature is varied near the critical tempera- tions are given in table 1. We see that the calcu-
ture, Tc. At temperatures below T., the growth will lated temperatures are well above the typical ALE
take place with the formation of islands and atomic or MBE growth temperatures for these com-
concentration in those islands will be given by pounds (except for (111) Ga terminated GaAs
location multiple minima in free energy versus x surface). Hence the partially filled growth surface
curve. At temperatures well below T7, the minima is expected to exhibit superlattice arrangements
are expected near x = 0 and x = 1. In these cases, with atoms and vacancies.
islands formed on the surface are nearly fully In MBE growth of compounds, both types of
occupied and the reminder of the area is nearly species (anion and cation) aý -- present, and simul-
empty. As the surface coverage is increased, the taneous growth of an anion-c"tion double layer
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can be expected. We extend our model to study Aa
the double-layer growth of semiconductors with
zinc-blende lattice. The intralayer pair interaction
eiergies deduced for the single layer growth model
,.re still valid. The inter-layer anion-cation pair
interaction energies are simply E,/ni, where 71, is
the number of interlayer near neighbor sites. We
define an anion stabilized growth to be the case 0
where relative anion and cation fluxes are such
that any exposed surface atoms are anions. When
the interaction between the atoms in the upper Te -e
layer and that in the lower layer is strong (com-
pared to kTs), the surfaces always grow in the Hg
smooth limit. (100) surfaces of HgTe and GaAs
and all surfaces of Si are predicted to fall into this
category. However, when the interaction between
adjacent layers are not always strongly attractive,
as in the case of (l1l) HgTe and (111) GaAs a?
surfaces, the nature of growth depends on whether b
it is anion or cation stabilized.

The free energy calculated in QCA. at a growth
temperature of 185°C. for Te and Hg stabilized
(Ill) surfaces is plotted respectively in figs. la
and lb as a function of Te and Hg surface con-
centration. Each corner of this plot represents the
surface fully covered by the element noted there.
In ALE, growth takes place 'along the sides.
Whenever the minimum occurs between the two
corners, that surface is predicted to grow in the
rough limit where atoms and vacancies randomly Hg H
occupy the surface sites. Whenever the minima
occur near the comers, the surface is predicted to Te
grow in the smooth limit with formation of nearly Fig. 1. Free energy for (a) Te stabilized and (b) Hg stabilized

perfect islands. In MBE where both species are (11l) surface of HgTe at 185*C as a function of Hg and Te

present in double-layer stochastic growth of corn- surface concentrations.

pounds, the above arguments are applied to the
free energy curve along the diagonal line connect-
ing the origin and upper-right comer. Accord-
ingly, from fig. 1, we see that, while ALE growth
of Hg and Te layer takes place in the smooth and mize the cation-anion pairs. Similar behavior is
rough limits respectively, MBE growth of Te expected in the growth of (111) GaAs surface.
stabilized surface takes place in the smooth limit. These calculations were carried out only for
This is because the pair energy for Te(upper those cases where the interactio-i3 are attractive.
layer)-Hg(lower layer) is strong, 0.9 eV [15,16]. For the repulsive case, it is known that QCA with
However, the Hg stabilized surface grows in the pair interactions predicts incorrect phase diagrams
rough limit because the Hg in the upper layer is [21]. It has been demonstrated that the smallest-
weakly attracted to Te below (nearly 0 eV [15.16]) sized cluster to get a correct phase diagram con-
and atoms do not congregate into islands to maxi- tains four atoms in a fcc lattice [221. Similar

88



S. Kruhnamurthy et al / Epitaxsaliy grown senuconductor surfaces 93

calculations with cluster variation method will References
have to be carried out for studies of most CdTe
surfaces. (11 A. Madhukar and S. Ghaisas, CRC Critical Rev Solhd

State Mater. Sci. 14 (1988) 1.
[2] R.L. Harper, J.W. Han, S. Hwang, Y. Lansant, N.C. Giles

5. Conclusions JW. Cook and J.F. Schetzina, J. Vacuum Sc. Technol. B"
(1988) 244.

We have calculated intralayer and interlayer (31 S. Sivanandan, X. Chu, 1 Reno and J.P. Faune, J Appi
Phys. 60 (1986) 1359.

atom-atom pair interaction energies using a [4] J. Greene, CRC Critical Rev. Solid State Maier. Sc. 11
tight-binding Green's function method. These en- (1983) 47.
ergies are then used in a thermodynamic model to (51 L. Onsagar, Phys. Rev. 65 (1944) 117.
study the nature of growth surfaces. As the growth [61 K.A. Jackson. Liquid Metals and solidification (Amencan

Society for Metals, Cleveland, OH, 1958) p. 174,temperature is varied, attractive interaction be- (71 D.E. Temkin. Soviet Phys.-Cryst. 14 (1969) 344.
tween surface atoms leads to smooth-to-rough (81 W.K. Burton, W. Cabrera and F.C. Frank, Phil. Trans
transition, and Si, HgTe and most GaAs surfaces Roy. Soc. London A243 (1951) 340.
are calculated to fall in this category; the repulsive 19] R. Kikuchi, J. Chem. Phys. 57 (1972) 4633.
interactions lead to superlattice ordered-to-dis- [101 M. Sanchez, D. de Fontaine and W. Teitler, Phys. Re%

(-1-) and most CdTe B26 (1982) 1465.ordered transition, and GaAs [11] V. Kumar and K.H. Bennemann, Phys. Rev. Letters 53
surfaces are expected to be in this category. (1984) 278.
Smooth or rough surface growth is found to be [12] H. van Beijeren, Phys. Rev. Letters 38 (1977) 993.
decided by inplane interactions in ALE growth [131 J.D. Weeks, G.H. Gilmer and H.J. Leamy, Phys. Re%
and by interplane interactions in double-layer Letters 31 (1973) 549.
MBE growth. In our calculations of pair energies, [141 R. Heckingbottom, J. Vacuum Sci. Technol. B3 (1985572.
we considered only ideal surfaces. The critical 1151 S. Krishnamurthy. M.A. Berding, A. Sher and A.-B. Chen.
temperatures and other conclusions in this paper, Phys. Rev. Letters 64 (1990) 2531.
can, at best, be expected to represent the trends. [161 S. Krnshnamurthy. M.A. Berding. A. Sher and A.-B. Chen.

Nonidealities such as reconstruction, dimerization, J. Appl. Phys., in press.

relaxation of adatoms and surface can lower [17] A. Sher, M. van Schilfgaarde, A.-B. Chen and W. Chen.
Phys Rev. B36 (1987) 4279.surface energy substantially [23-26). For quantita- [181 A.-B. Chen. Y.-M. Lai-Hsu and W. Chen, Phys. Rev. B39

tively more accurate values, the effects of these (19899)923.
mechanisms on the values of (Ec - Ed) and statis- [19] R.J. Baxter. Exactly Solved Models in Statistical Mechan-
tical approximation that are better than QCA with ics (Academic Press, New York, 1982) p. 308.
pairs will have to be included. [201 M. Schick, J.S. Walker and M. Wortis, Phys. Rev. 1316

(1977) 2205.
[21] R. Peierls, Proc. Roy. Soc. (London) A154 (1936) 207.
[22] C.N. Yang, J. Chem. Phys. 13 (1945) 66.

Acknowledgments [231 K.C. Pandey, Phys. Rev. Letters 49 (1982) 223.
124] G.-X. Qian. R.M. Martin and D.J. Chadi. Phys. Rev. 838

(1988) 7649.The work was supported by NASA contract f25] I.E. Northrup. Phys. Rev. Letters 57 (1986) 154.NASI-18226, by ONR contract N00014-88-CO096, [26] D.J. Chadi. Phys. Rev. Letters 52 (1984) 1911.

and by AFOSR contract F49620-88-K-0009.

89



Energetics of molecular-beam epitaxy models
Srinivasan Krishnamurthy, M. A. Berding, and A. Sher
SRI International, Menlo Park. California 94025

A.-B. Chen
Auburn University, Auburn, Alabama. 36849

(Received 23 April 1990; accepted for publication 20 June 1990)

A Green's funcLion method is used to calculate the removal energies of constituent atoms
from various unreconstructed semiconductor surfaces. An efficient difference equation
approach within the second-neighbor tight-binding model is used. For a compound AB,
binding energies for the A and B atoms on the (111 ), (111 ), (100), and (110) surfaces are
calculated. Energy to remove an atom from the nearly full surface, E, (where the
removed atom leavesf behind a surface vacancy), and from the nearly empty surface, Ed
(where the removed atom was isolated on the surface), is obtained. Results are presented for
Si, GaAs, CdTe, and HgTe. The surface sublimation energies are shown to depend on
surface coverage and do not exhibit a simple linear relationship to the number of bonds
broken, as is often assumed in modeling growth by molecular-beam epitaxy (MBE).
Although the anion and cation extraction energies depend on surface coverage and
orientation, when averaged over a double layer, they always sum to the bulk cohesive energy.
Moreover, EC-Ed can be positive, implying effective attractive in-plane surface interactions,
or negative, implying effective repulsive interactions. EC-Ed tends to be positive for
covalent and narrow-gap semiconductors, and negative for wide-gap and more ionic
semiconductors. Surface sublimation energies are important input parameters for the
modeling of MBE growth; their importance is demonstrated using a simple thermodynamic
growth model and results are shown to explain anomalies found in MBE growth of
HgCdTe.

I. INTRODUCTION semi-infinite bulk terminated at a particalar surface by a
finite number of atoms or two-dimensional (2D) atomicIn recent years there has been considerable advance- lyrrsetvl.Wiefrtpicpe lcrncsrc

ment in the field of epitaxial growth of semiconductors, layers, respectively. While first-principles electronic struc-

with molecular-beam epitaxy (MBE) being one of the tures can be incorporated into these methods, doing so is

most important techniques. Modeling of the MBE growth extremely time consuming, because the size of the matrix
involved in these calculations is often large as a result ofprocessthe range of the surface wave functions. Also, the calcula-

ing fluxes of atoms from the surfaces, as well as in-surfar - tions require taking differences between two large total en-
migration and reactions among the constituents. An i- ergies. The present method differs in detail from other
portant contribution to the out-flux arises from the subli- Green's function methods""" advanced for the study of
mation of the constituents from the growth surface. At- surfaces in that we take full advantage of the symmetry of
tempts to determine the activation energy for surface the surface problem. and reduce the problem to an efficient
sublimation processes have been made in a variety of ex- solution of a difference equation. 20

periments on GaAso5 and CdTe.e-n Because the values In this paper, we use a tight-binding (TB) Green's
obtained depend on the experimental environmental function (GF) method to calculate the SSE. The calcula-
conditions,9 the reported values differ substantially. More- tion of the SSE proceeds in two steps. First, the GF for the
over, the experiments, in which the evaporation of many ideal flat surface is calculated in terms of the bulk GF
layers is permitted, measure quantities related to bulk co- using Dyson's expansion. Second, the GF for the surface
hesive energies rather than to the surface-orientation- with an atom either removed from or added to the ideal
dependent activation energies which are more relevant to surface is calculated in terms of the surface GF. Unlike the
growth modeling. Yet in the modeling of MBE growth, cluster or slab methods, the size of the matrix equation to
accurate values of the activation energies for the removal be solved is determined by the size of the perturbation
of constituent atoms from various sites on a given surface Hamiltonian, and thus exploiting the in-plane periodicity
to the vapor are essential.'"' In this paper, we calculate of the unperturbed surface, the resulting matrix is compar-
the surface sublimation energy (SSE) for various classes of atively small. Additionally, the electronic contribution to
sites. the total energy can be obtained from the change in the

Several theoretical methods such as cluster methods, density of states (DOS) which is calculated directly from
slab methods, and Green's function methods have been the unperturbed GF and the perturbation Hamiltonian,
used in the literaturel2-19 to study semiconductor surfaces. thus eliminating problems associated with calculating
Both the cluster' 2'13 and slab14'5. methods approximate the small energies by taking the differences between two large
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energies. The DOS is calculated as a continuous function Here n sums over the planar slabs and a sums over the
of energy, thus t.eating bulk and surfacelike states on an tight-binding basis functions within each unit cell. The
equal footing. The GF is calculated using a novel and com- Cj(a) are expansion coefficients to be determined. The
putationally efficient difference equation approach devel- Bloch states are defined by
oped recently by Chen.20

We calculate SSE for two classes of cations and anions n;ak.) = - I e i n;al,), (3)
for each surface. When the perturbation to the surface GF \-'Vs I
involves the removal of an atom from an ideal surface, where the sum is over the two-dimensional lattice in the
leaving a surface vacancy behind, we refer to the process as nth slab, k is a t%-dimensional Bnllouin zone (BZ) wave
the surface sublimation from a concentrated surface. The vector, and N, is the number of unit cells in each slab.
energy required to remove the atom in this limit is denoted If the Hamiltonian contains only nearest-neighbor slab
E, When the perturbation to the surface GF involves the interactions, then Eqs. ( I ) and (2) reduce to the difference
addition of an atom to the ideal surface, thus beginning a equation
new layer of atoms, we refer to the inverse of this addition
process as the surface sublimation from a dilute surface, FPC,- I+ AC, + FC., 1=0, (4)
and to the energy as Ed. Orientation-dependent E, and where the intraplanar and interplanar Hamiltonian matri-
Ed are energies required in modeling MBE growth. ces A, F, and F* are, respectively,

The remainder of the paper is organized as follows.
The method of obtaining the Green's functions for the Ao,.= (n;ak, (HB-E) jn;a'k,), (5a)
bulk, the surface, and the surface with an additional atom F = (n;ak, HB n + l;ak.), (5b)
added to or removed from the surface is described in Sec.
II. In Sec. III, calculated bulk and surface DOS and sur- and
face sublimation energies of the constituent elements from F'a,, = (n;aki.H9I n - la'ki) (5c)
(100), ( 11l), (111), and (110) surfaces of Si, GaAs,
HgTe, and CdTe are discussed. To illustrate the impact of The general solution to Eq. (4) is given by 20

these energies on growth, they are incorporated into a sim-
pie growth model in Sec. IV. Concluding remarks are given C.= X ar'f31 , (b
in Sec. V. I

where r, and [3, are the jth eigenvalue and corresponding
eigenvector of the following characteristic equation:

II. GREEN'S FUNCTION METHOD (F- + rA + r2 F)13=0. (7)

The calculation of the SSE is divided into two parts. The a1 of Eq. (6) are expansion coefficients determined b%
First, the surface GF is calculated in terms of the bulk GF the boundary conditions. Letting y= rfl, Eq. (7) reduces to
(which is formulated in terms of 2D Bloch states). The a (2mX2m) matrix eigenvalue problem
surface GF is calculated in terms of the bulk GF using a
difference equation technique. 20 Second, the GF for the ( 0 1 r" = (8)
surface with an atomn added to or removed from the surface -F-'F- -F- A 6 r
is calcu!ated in terms of the surface GF. The surface GF where m is the number of basis functions per unit cell. We
calculation has also been applied to the calculation of the
cleavage energy,:2 and the following calculational proce- use a basis set of one s and three m wave functions or anch
dure for the surface GF also appears in Ref. 21; it is in-unitcludu dhere for themsurface sF alo appearsvinRef ; the iund- cell. For example, for a zinc-blende structure with planar

cluded here for completeness. and to provide the ground- slabs chosen parallel to the (1 1 ) plane, the slab is chosen
work for the calculation of fSE. to contain one cation and one anion layer; thus m =8. The

The bulk GF is calculated as follows. Let HB be the bulk GF, G8, can be obtained similarly by solving the equa-

Hamiltonian of the infinite periodic solid, with the corre- tion

sponding eigenvalue equation

(HB-E)G8= -1, (9)
(HB-E) I a) =0. (1) where HB is the bulk Hamiltoniar- and I is the unit matrix.

For the present problem, it is convenient to decompose the The corresponding matrix equations in the planar Bloch
three-dimensional lattice into identical 2D planar slabs, basis are
labeled by n, with their orientation determined by the par- G8  A FG. =-I (iOa)
ticular surface to be studied. Each slab is in turn decom- n- I, + AG..l + F , -

posed into unit cells, described by real-space lattice vectors, and
I1) parallel to the slab interface. We expand the wave func- G B _F I. + AG0 (l0b)
tions, tt',, in terms of 2D Bloch states, I n;aktl): ffG +. + AG,=.,

where the subscripts on G are layer indices. From the the

C.) ~ ~(a) Ii;ak 1). (2) general solution to Eq. (10), the GF of interest can be[d)=• .a lnk;)(2 written as
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G', [F(QXQ-- pRp-')]-In..= 19"1 a AT,(E)= j()V.Y0,o.G.() ,
G B R -P _lG B M >n r.r
Mn.=PRm. P. .. , m>n, (lIlb) (18a)

and and

G..,.=QXm-Q-Z, m <n, (lIc) Ag°.o(E)=(E-1V0.0 I Vo.rG6r.r(E)Vr.o) (18b)

where X and R are diagonal matrices containing eigenval- t.r

ues of magnitude greater than and less than unity, respec- Note that subscripts for Green's functions in Eq. (18) are
tively, and Q and P are the corresponding eigenvector ma- now site indices for a particular layer, and n is the layer
trices obtained from Eq. (8). Finally, in the usual manner, containing site ,. The corresponding change in DOS is then
the density of states (DOS) can be calculated from simply given by

"p(E) Im Tr G. n'(k.,E+ +i7)), (12) ApA(E)--lmTr( > • -,), (19)kr h -- 7/ IT

where 71 is vanishingly small. where the sum is over all layers n, and is found to converge
From the bulk layer GF, the surface GF is obtained rapidly away from the surface. The sum over all sites

using Dyson's expansion. The surface is created by the within a layer, n, can be obtained exactly by writing the

bond-cutting method, in which the interactions between local GF in terms of Bloch Green's functions of Eq. (14)

two semi-infinite bulks are set to zero. Hence, the Hamil- and computing the two-dimensional BZ integration. The

tonian, Hs, for the two semi-infinite bulks separated be- change in DOS is given by

tween planes 0 and 1, is given by -1 1ApI( -- Im Tr'Ago.)°+ •- •IGS,"'(k;,E)

Hs=HB-F--F. (13) Ap I(E) =-m-g- A± s , .[

Then the intraplanar surface GF, GS,,, is given by )' ×(• Vt.o4,g°0.o0 0 G,.. (k',.E) ,

G. = ,- G 1F( I + G 'G (14) .rE]

Finally, the surface DOS is given by (20)

where we have reintroduced the slab GF. Because we are

ps(E) Im Tr- Y G,.,(kl,,E+ i') , (15) interested in the removal of an isolated atom from theIT, K1  surface, the negative of Eq. (20) enters into the calculation
of the SSE for a dilute surface.

and the corresponding change in DOS In the other extreme case, in which an atom is re-

moved from a nearly full surface (the concentrated limit),
ps(E)= I (pn-pB"). (16) the surface sublimation energy is obtained by letting the

"n site diagonal matrix elements of the atom at site 1=0 go to
In Eq. (16), the summation over all layers n I is found to infinity. For this perturbation, the change in the DOS is
converge rapidly away from the surface. Note that in the given by
calculation of ps both bulklike and surface-localized states, I
which show substantial dispersion as a result of the in- Apl(E) =- Im Tr ( G (G7B 0 ) -'G(30

plane periodicity, are treated on an equal footing. IT (

SSE values are calculated for both the dilute and con-
centrated surface coverage, as defined in Sec. I. For the -= Ira Tr- [n (G00) (21)
dilute surface, a constituent atom is placed on the surface "E 0 .

with bond lengths and angles corresponding to the bulk
equilibrium values. Only first-neighbor interactions of the III. SURFACE SUBLIMATION ENERGIES
adatom with the surface atoms are included, a good ap- We define surface sublimation energy as the difference
proximation for covalent semiconductors. The full Hamil- w e deaine surface plus anergylate free
tonian for the surface with an isolated adatom, H1, ca between the total energy of a surface plus an isolated free
then be written as atom and the surface with that atom bonded to it. In the

TB model, the total energy is written as the sum of the
electronic energy of the occupied state and the repulsive

H,=Hs + X, (V0 o + Vo0 t + Vo), (17) energy V0 between the nearest-neighbor pairs.22 The

change in the electronic energy is calculated from the
where Vr.r is the matrix element between sites I' and 1". change in DOS, Eqs. (20) and (21) above, via
The sum goes over all nearest-neighbor sites, 1, of the atom
added at site 0. The change in the GF resulting from the e Em

addition of an atom to the surface is given by AEee F- Api(E)dE. (22)
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The integral over energy extends to the highest fil!ed state, 1.0
Em, which is determined by the charge neutrality condition
that

p" =(f" pdE- f p'dE>= A, (23)

where ef is the highest filled bulk state (the valence-band
edge in our zero-temperature cakculations) and + or -

- sign has to be used, respectively, for cation- or anion- 0.4

terminated polar surface. The quantity A is determined so
that there is no net potential due to alternating parallel
planes of charged anion and cation layers in the case of 0.2

polar surfaces. A is (Q,-3)/4 per dangling bond per unit
cell, where Q, is the net charge on the cation in the bulk.
Notice that A is zero for a (110) surface because the num- 0-.0 -8 - -4 -2 2
bers of anion and cation dangling bonds on this surface are energy (ev)
equal. E, will in general depend on the particular surface
and may differ for the complementary anion and cation FIG . Bulk DOS for GaAs in the units of staies/electron volt cell

termination of a polar surface. For an ideal cation- Energy is measured from the top of the valence band.

terminated surface. E, will be at the energy level corre-
sponding to the cation dangling bond, which is normally
near the conduction-band edge. Similarly, for an ideal surface. In Fig. 3, the change in DOS between the surface
anion-terminated surface, Em will be at the energy level and bulk in the vicinity uf the band gap for the (110)
corresponding to the anion dangling bond, which is nor- GaAs cleavage plane is shown. Note that two states are
mally near the valence-band edge. The bond length and the introduced, an anionlike state at the valence-band edge and
interatomic and intraatomic matrix elements for the atoms a cationlike state in the midgap region. The cleavage ener-
on the surface are assigned their bulk values, and only gies calculated from the difference between the bulk and
nonreconstructed surfaces are considered. This calculation surface DOS for the (110) surface for GaAs and the ( Ill )
can be easily extended to account for bond-length relax- surface for silicon are found to be in good agreement %kith
ation and surface reconstruction by using a larger unit cell. experiments.-2 Finally, the change in DOS due to the re-
While these approximations limit our accuracy, it is the moval of an isolated anion or cation from the GaAs (100)
first step toward evaluating these SSE realistically, surface in the dilute limit is shown in Figs. 4 (a) and 4(b),

The change in DOS due to creation of a surface is respectively.
calculated for the anion- and cation-terminated (Ill), The change in electronic energy of the system due to
(I iI), (100), and ( 110) surfaces for elemental silicon and the removal of an isolated atom from the surface is calcu-
for GaAs, CdTe, and HgTe compounds. In all the calcu- lated from Eq. (22), with Apl(E) given by Eq. (20). If the
lations, second-neighbor tight-binding Hamiltonians with repulsive energy gained by breaking a bond is V0, the sur-
four orbitals per atom are used to obtain the bulk elec- face sublimation energy for an atom in the dilute limit is
tronic structures.22--5 Slabs containing two atomic layers given by
are defined for each surface and the resulting size of the
GF matrix is 8 x 8 for the ( I ll) and (100) surface orien- Ed=AEle + nbV0--Eammm (24)

tations. In order to hold the interplanar coupling to a first- Here nb is the number of bonds the adatom makes with
neighbor layc~r, the size of the basis for the (110) direction the surface and Ecom is the electronic energy of the free
is increased to contain four atoms per unit cell, resulting in atom. V0 is chosen so as to yield the correct bulk cohesive
a 16X 16 matrix. An analytical continuation method26 is energy of 0.82, 1.03, 1.63, and 2.32 eV, respectively, for
used to simplify the 2D BZ integration. HgTe, CdTe, GaAs, and silicon. The SSE for an atom from

As an example, we present detailed results for the the concentrated limit is calculated in a similar way, but
(100) and (110) surfaces (cleavage surfaces) of GaAs, with bpl(E) in Eq. (22) replaced by Eq. (21).
and general results for the SSE of Si, GaAs, CdTe, and SSEs of anions and cations from various semiconduc-
HgTe. The bulk DOS for GaAs, obtained from Eq. (12), is tor surfaces in silicon, GaAs, CdTe, and HgTe are given in
shown in Fig. 1. The DOS calculated using the difference- Table I. We note several features of the SSEs: ( I ) the SSEs
equation approach presented above is in excellent agree- are sensitively dependent on the crystal orientation; (2) in
ment with that obtained directly from the band structure.2 4  general, they do not vary linearly with the number of bonds
The change in DOS between the surface and bulk, calcu- being made to the surface; (3) thc SSEs for cations and
lated from Eq. (16), is shown in Fig. 2 for (a) an anion- anions differ and are orientation dependent; and (4) they
terminated and (b) a cation-terminated (100) surface of vary considerably between the dilute and concentrated
GaAs. The layer DOS was found to converge to the bulk limit, even for the (1 il) and (100) surfaces where there
value by the fifth slab and thus the layer sum in Eq. (16) are no first-neighbor in-plane bonds. The first two points
has been carried out over only the first four slabs from the are extremely important to the modeling of MBE growth,
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1.5 .

FIG. 3. Difference between the surface DOS and bulk DOS near the band
gap for the ( I 10) surface for GaAs.

1.0
F.5D re When a surface atom is removed, the removal of an elec-

tron from these broadened surface states will in general
require more energy than if the dangling states were iso-

< .0 VVV / lated, as in the dilute case. As seen from Table I, this
conventional interpretation explains the trends observed in

-0.5 silicon, HgTe. and most cases in GaAs. However, for other
cases, we find that E, is smaller than Ed.

In order to understand the mechanisms that drive
-1.0 some semiconductors to have E, < Ed, we examine the na-

ture of the anion and cation surface states. Notice that
-1.5_ 2 -'10 -8 -6 -4 -2 01 2 E < Ed occurs only for polar surfaces in semiconductors

(b) energy (eV) with a large band gap.

FIG. 2. (a) Difference between the surface DOS and bulk DOS for the As an illustration, we choose the (Tii) surface of
arsenic-terminated (100) surface for GaAs; (b) difference between the CdTe where E, is less than Ed. The surface density of states
surface DOS and bulk DOS for the Ga-terminated (100) surface for for two ideal surfaces, the Cd- and Te-terminated (111),
GaAs. In Figs. 2-4, the charge in DOS is the number of states per elec- are shown in Fig. 5. For an unreconstructed surface, some
tron volt per cell summed over all layers. of the surface states normally lie in the fundamental gap.

Compounds have both cation- and anion-derived hybrid
surface states, where the cation-derived most often lie

where a linear dependence of the surface bonding energies higher in energy. The energy separation between the peaks
with the number of bonds being made is commonly in the DOS in the band-gap region is related to the energy
assumed. 27 Because the SSEs do not exhibit this simple difference between hybrid states, and thus the peak sepa-
linear variation with the number of bonds being made to ration is larger in the II-VI than the III-V compounds.
the surface, the growth properties based on these energies Now let us consider the removal of a Cd atom from a
are expected to differ substantially from those predicted (1 ) surface in the concentrated limit. The highest occu-
using a linear variation (Sec. IV). Although the energy pied surface level E, is at the cation surface state energy,
required to remove a cation or anion differs from that de- 1.25 eV above the valence-band maximum. When a singly
duced from the bulk cohesive energy, we find that average bonded cation is removed from the surface, a surface state
energy per bond for the removal of an anion plus a cation from the anion previously bonded to the removed cation is
layer equals the bulk cohesive energy, as it should. created, and three cation surface states are destroyed. The

Intuitively, one would expect E, > Ed. The removal of surface density of states for the isolated anion surface state
an atom from the concentrated limit, in addition to break- created in this process is similar to that shown by dashed
ing interlayer bonds, requires the breaking of in-plane sur- line in Fig. 5 for the pure anion-terminated surface, with
face bonds which are first-neighbor bonds for the (110) only minor differences in the widths and heights in the
surface and second-neighbor bonds for the other surfaces. peaks. Because this anion surface state lies near the top of
Even in the absence of first-neighbor bonds on the surface, the valence band, the electrons from the cation surface
the surface dangling bonds in the concentrated limit inter- states will transfer into this level. This process reduces the
act to form a partially filled band, which lowers energy. energy of the final configuration, and E, for removal of a
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FIG 5. Density of dangling hybrid states of anions (dashed) and cations

6(solid) for ( IlIi )B-oniented CdTe. E.~ is the energy of the highest occu-

pied level for a cadmium-terminated (1I I)B surface.

4

Note that these charge transfer processes are reversed for
2 surface sublimation of anions from the (IiiT) surface. Since

Ii ~ ~4I\three bon~ds are broken, more electroas are involved in the
•<• "3 eversed spillover and the difference between Ed and Ec is

correspondingly larger.
|t[. We conclude that the charge transfer from the cation

I to anion surface states w,a increase Ed and decrease ,..
and thus always reduces the difference, E4-Ed. The mag-

it nitude of the charge-transfer effect depends on the amount

of charge transferred and the separation between the rele-
__-__. . . . ..__- __0_________, ___________ vant energy levels. Whenever this effect is substantial. E,

(b) energy (eV) can become smaller than Ed.

In an elemental semiconductor like silicon, no transfer
FIG. 4. (a) Change in the DOS due to the rernoval of an isolated gallium is expected and Ec is always expected to be larger than
atom from an arsenic (100) surface. (b) Change in the DOS due to the Ed, as is observed. In GaAs, although a charge transfer is
removal of an isolated arsenic atom from a gallium (100) surface. present, the energy difference between the EV and the

newly exposed dangling bond state is very small, resulting
cation in this concentrated limit is correspondingly in a reduced charge transfer effect. As a consequence,
reduced. In the present case, the difference in the reduction EC-pEd is reduced and, in general, remains positive. Owing
in energies due to this charge transfer effect outweighs the to an increased ionicity in IE-VI compounds, the energy
surface state broadening effect, resulting in Ec < Ed. How- separation between the dangling states is large. As illus-
ever, for an isolated cation removed from the (TI1 ) anion- trated above, the effect of the charge transfer is substantial
terminated surface, Em is at the top of the valence band, in CdTe and in most cases causes ec to be less than Ed.
which is very close to the newly exposed anion surface Although HgTe is a It-VI compound, the charge transfer
state. Thus, in contrast to the concentrated limit, there is a does not occur because i is a semimetal with no forbidden

TABLE1. Orientation-dependent SSE and the highest occupied level (measured with respect to the top of the valence band). All energies are in electron
volts. 17nis the number of bonds with the layer below that are broken.

Si GaAs CdTe HgTe
Removed

Orientation atoms lv E,, Ed EW Ee, Ed E, E,,i Ed Ea E,,, Ed E,

(iI II) a 1 0.0 2.5 4.6 0.4 2.3 3.8 0.7 3.9 4.2 0.0 1.8 3.8
c 3 0.0 4.2 6.4 0.55 3.2 3.3 1.6 2.7 0.6 0.0 --0.3 1.1

(II- f" ) a 3 0.0 4.2 6.4 0.0 4.6 5.0 0.0 5.2 2.1 0.0 2.8 2.8
c I 0.0 2.5 4.6 1.3 3.3 2.7 1.6 2.2 1.3 0.0 --0.2 0.3

(100) a 2 0.0 3.7 5.6 0.3 3.4 4.7 0.7 5.0 2.6 0.0 2.4 3.1

c 2 0.0 3.7 5.6 0.1 2.6 3.6 1.6 2.1 0.1 0.0 --0.2 1.0
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gap. The dangling states for HgTe are resonant in the band -partial pressures of constituent materials can be obtained

and E,. is always at the conduction-band edge. Because the in terms of temperature T. atomic (molecular) mass m.

cation surface states reside in the conduction band, they vibrational energy t¶,, rotational energy B, and cohesive

are never occupied and consequently a charge-transfer ef- energy E£. It is given by

fect is not present. Thus for HgTe, E. is always larger than
Ed. In general, the reduction in the difference of E, and p (pa21kT\ 3 24=m kTkT33/

Ed due to the charge transfer is expected to be large for all ) (IkT)i j--) h .r)

wide-gap 1l-VI compounds.
The relative magnitude of the surface energies can AkTkT\' Eg

have profound consequences on the growth properties of X (,---B) e (25)

the semiconductor crystals. From the difference between
E, and Ed, an effective surface pair interaction can be cal- where subscript a(c) denotes anion (cation) and super-
culated. When E, < Ed, the effective surface interatom pair script e denotes equillibrium value. For known values of
interaction is repulsive and the atoms can decrease their applied partial pressures, P, and P,4, the excess pressure
enthalpy by maximizing their interaction separation. When can be calculated as function of 11T. The slope of Arrhen-
the effective surface interatom pair interaction is attractive, ius plots calculated using this analysis falls within the
i.e., E, > Ed, the isolated atoms can lower their enthalpy by range of experiments. But, because the slopes thus mea-
coalescing and forming islands. In both cases, the actual sured are dependent on the uncontrolled overpressures of
configuration of atoms in equilibrium on the surface will be the constituents, as pointed out by Heckingbottom." these
determined by total free energy. Two types of phase tran- slopes are not a basic property of the system. Therefore,
sitions can occur depending on whether E, > Ed or E, activation energies deduced from these experiments depend
< Ed. When E, > Ed, the phase transition corresponds to strongly on particulars of the experiments and. hence, the
the spinodal decomposition of surface atoms and surface SSE calculated in this paper cannot be compared to exist-
vacancies. When E, < Ed, the phase transition corresponds ing experimental values. Yet, the pressure and
to an order-disorder transition, where the ordered struc- temperature-independent activation enthalpies calculated
ture is a superlattice between the atoms and vacancies on here are required input for MBE growth models.

the surface. The particular surface superlattice arrange- To illustrate the use of the surface sublimation ener-
ment will depend on the growth temperature, growth sur- gies, we examine the MBE growth of Hg, -,CdTe for
face orientation, and surface atom concentration. For a small x. and demonstrate the failure of the cohesive energy
special case that includes relaxation, it has been demon- in explaining one important experimental result. We do
strated by Chadi,2' in agreement with experiment,"2 that a this using a simple model for MBE growth which encom-
superlattice will form at I Ga coverage of a (I I I) surface. passes only the necessary features to demonstrate the use of
We predict small attractive interactions in this case, but the SSEs. Our calculations predict small mercury SSE for

relaxation could change the sign to agree with Chadi's re- all HgTe surfaces, in agreement with the experimental ob-
suit. servation that Hg, _,CdTe at low x is especially difficult to

From Table I we conclude that silicon, HgTe, and grow and requires a large flux of mercury. The calculated
most GaAs surfaces will exhibit spinodal decomposition values of the SSEs are nearly zero for the dilute surfaces,
while most of the CdTe surfaces and the singly bonded indicating that the nucleation of new mercury layers is
gallium-terminated (Ill) surface will undergo an order- especially difficult. It has been experimentally ohserved
disorder transition. The actual nature of a surface during from MBE growth at 185 *C that, for a given growth rate,
growth will be determined by the growth temperature with the (Ill) surface requires an order of magnitude more
respect to the critical temperature. We are currently cal- mercury than the (T'T) surface) 0 We use our calculated

culating the critical temperature for the various order- values of the SSE in a simple growth model to study the
disorder transitions. corresponding trends. The growth model to be described

here is similar to that proposed by Galliard.3 1 An improve-
IV. DISCUSSION ment over the previous work is the inclusion of the change

It is difficult to compare the calculated surface subli- in surface entropy due to the evaporation of an atom from

mation energies directly with experiment. Experimental the surface. In this model, the growth rate R is a difference

values of the sublimation energy of gallium from the (100) between incoming and outgoing terms:

GaAs surface1- 5 vary from 2.9 to 4.8 eV and for the cad-
mium and tellurium from the CdTe (100) surface, values (I --X)J.Hg--XaHg/(I--x 0 ) =R,

vary between 5 and 4.7 eV and 0.4 and 2.1 eV,
respectively.6- 8 These values are normally obtained from XAT-- (I -X)Te /Ia =R, (26)
the slope of an Arrhenius plot of excess partial pressure of
one constituent versus 1T. The apparent discrepancy in where a is A or B corresponding to the ( I ll ) or the (l1)

the experimental values can be explained even using the surface, Xa is the fraction of the surface covered by mer-

bulk cohesive energy in the equilibrium partial pressure cury, JHg and JTe are mercury and tellurium fluxes, respec-

expression. When the cations vaporize as atoms and the tively, and 0 Hg and OeT are, respectively, the mercury and

anions as diatomic molecules, the product of equilibrium tellurium evaporation rates. This set of equations can be
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25 .GaAs, and silicon. The calculated values imply that the
SSEs do not increase linearly with the number of broken
bonds. Also, the SSE depends on the surface coverage. In

20- some cases, even when there are no nearest-neighbor sur-

1 face bonds, we find it easier to remove an isolated atom
1- than to remove an atom from a large island, which pro-
15- vides an additional reason to form islands. In other cases,

however, we find that less energy is required to remove an
atom from a concentrated surface than is needed when the
atom is isolated. We have used the calculated SSEs in a
simple model to study the ratio of mercury partial pressuesS200IC 1 of ( I l ) to (T11) surfaces for a given g-owth rate. This

4 ratio is sensitively dependent on tellurium flux and growth

175 9C temperature, but our predictions fall within the range of
, lexperimental values. We further predict that better incor-

P,. 10" Torr poration of mercury is possible at low temperature with
increased tellurium flux.

FIG. 6. Ratio of mercury vapor pressures, required for same growth rate Although the perturbation due to surface and adatom
in ( I I1 )A and ( 111 )B directions, plotted as a function of tellurium par- is treated exactly in this GF method, the accuracy of the
tial pressures and the growth temperatures in steps of 5 *C. calculated values should be improved by considering sev-

eral neglected effects, including self-consistency and sur-
face and adatom relaxation and reconstruction. It is known

solved for xa and J'g for a given growth rate and various from detailed calculations that reconstruction,32-35
values of the tellurium overpressure and growth tempera- dimerization, 3

4 and relaxation of adatom and surface-layer
tures. lower surface energy. 8 35 Although there is no simple re-

The evaporation rate 0 is assumed to be equal to lationship between the surface energy and SSE. the values
ve-E/hr, where the escape frequency is calculated from the calculated here will nevertheless change when these
spring constant of HgTe. The growth rate is assumed to be nonidealities are considered. For example, Northrup35 has
I pim per hour. The orientation and coverage-dependent shown that the preferred position for a silicon adatom on
SSE are used in the evaluation of the ratio of JA~g/JH, for the Si ( I ll) surface (to which it is, ideally, to be single
various values of tellurium overpressure and growth tem- bonded) is the T, site where it bonds to three silicon at-
perature. The calculated ratio JAjg/JH3. is plotted in Fig. 6. oms. This rearrangement from the ideal to the singly
It can be seen that the ratio changes by an order of mag- bonded site seems to increase SSE by 0.7 eV or so. If the
nitude when the tellurium pressure is increased from 3 to surface grows reconstructed, these nonideality-limited SSE
lOx 1 0 -" Torr. Also, note that the ratio is sensitive to are the appropriate ones to use in modeling. While the
growth temperature, particularly at low values of tellurium removal of the approximations mentioned earlier will re-
partial pressures; these conclusions fall within the range of fine our reported SSEs, the underlying mechanism of
the experiment. In the only reported experiment, 30 the charge transfer will always be present. The magnitude of
tellurium partial pressure, while held constant, was not effective surface interaction energies causes estimated sur-
recorded, so the measured ratio of 9 (at T= 185 C) can- face order-disorder transition temperatures in excess of
not be compared directly with our calculations. However, typical MBE growth temperatures, and consequently must
as can be seen from Fig. 6, a factor of 9 for this ratio occurs impact the nature of the surface and its growth consider-
in a reasonable range of the tellurium partial pressure. It ably.
would not be possible to obtain this result assuming a lin-
ear dependence on the cohesive energies for the SSEs. In
addition, our calculations suggest that mercury incorpora- ACKNOWLEDGMENTS
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The energy required to remove an atom from semiconductor surfaces is calculated using a Green's-
function approach. Contrary to intuition, we find that, in some cases, less energy is needed to remove an
atom from the nearly full surface than from a nearly empty surface. The results are explained in terms
of the relative energies of anion and cation dangling bonds, and the charge transfers between them. The
deducted effective pair-interaction energies and their effects on surface morphology and growth perfec-
tion are discussed.

PACS numbers: 68.55.Nq, 68.35.Md

In recent years, considerable advances have been made atomic Hamiltonian matrix elements for the atoms on
in the field of epitaxial growth of semiconductors, with the surface are assigned their bulk values, and only non-
molecular-beam epitaxy (MBE) being one of the most reconstructed surfaces are considered.
important techniques. Modeling of the MBE-growth The calculation of these SSE proceeds in two steps.
process entails a description of the incoming and outgo- First, the GF for the ideal flat surface is calculated in
ing fluxes of atoms from the surfaces, as well as the in- terms of the bulk GF using Dyson's expansion. Bulklike
surface migration and reactions of the constituents. An and surfacelike states are treated on an equal footing,
important contribution to the outflux arises from the and the density of states is calculated as a continuous
sublimation of the constituents from the growth surface. function of energy. The highest occupied state E.,,
Attempts to determine the activation energy for surface which can differ from the valence-band maximum, is
sublimation processes have been made in a variety of ex- identified by applying the condition that no net field ex-
periments on GaAs (Refs. 1-3) and CdTe.4' 5 Because ists in the ideal stoichiometric crystal. Second, the
the values obtained depend on the experimental environ- modified GF for the surface with an atom either removed
mental conditions,6 the reported values differ substan- from or added to the ideal surface is calculated in terms
tially. Moreover, the experiments, which permit eva- of the ideal surface GF. The electronic contribution to
poration of many layers, measure quantities related to the total energy can be obtained from the change in the
bulk cohesive energies rather than to the activation ener- density of states, which is calculated directly from the
gies that are more relevant to growth and that depend on unperturbed GF and the perturbed Hamiltonian. This
surface orientation. Yet in the modeling of MBE procedure avoids problems associated with calculating
growth, it is essential to have accurate values of the ac- small energies by taking the difference between two large
tivation energies needed by the constituent atoms to es- energies.
cape from sites on a given surface to the vapor. 7  The surface sublimation energy is defined as the

In this Letter, we present the energies calculated with difference between the total energy of a surface plus a
a Green's-function (GF) approach for atoms removed free atom and that of the surface with the atom bonded
from isolated positions on the surface or from a nearly to it. In this convention, the atoms with positive SSE re-
full surface. The difference in sublimation energies in quire energy to go from the surface to vapor, and those
these two limits is explained in terms of the energy whose SSE is less than or equal to zero will give up ener-
difference between the cation and anion dangling bonds, gy in going from the surface to vapor. In the tight-
and the charge transfers between those states. The ener- binding model, the total energy is written as the sum of
gies affect surface order-disorder transitions and growth the electronic energy of the occupied state and the repul-
perfection, as discussed. sive energy between the nearest-neighbor pairs. We

We use a second-neighbor, tight-binding Hamiltonian demand that our energy parameters produce correct
with four orbitals per atom to obtain the bulk electronic bond length, cohesive energy per bond (0.82, 1.03, 1.63,
structures.s-t° A tight-binding GF method is used to and 2.32 eV, respectively, for Te, CdTe, GaAs, and Si),
calculate the surface sublimation energies (SSE). The and band gap for the bulk. We calculate SSE for two
GF is calculated using a novel and computationally classes of cations and anions for each surface.
efficient difference-equation approach developed recent- When the perturbation to the surface involves the re-
ly. •t The bond length and the interatomic and intra- moval of an atom from the ideal surface, leaving a sur-
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10.00- - Because silicon contains two identical atoms in the

- To tomajted unit cell, no charge transfer is expected and E, is always
_J larger than Ed. The surface-pair interactions are always

8.00o. attractive. Although charge transfer occurs in GaAs, the
Z •energy difference between the maximum occupied level

and the newly exposed dangling-bond state is very small.
a. The value of E, - Ed is reduced to make the surface-pair

'6,0 interactions weak and still attractive in most cases, but

W the interaction is repulsive for the Ga-terminated (lI/)
W ,surface. Because of an increased energy difference in the

400- hybrid states in II-VI compounds, the energy separation
between the dangling-bond states is large. In CdTe, for

0 example, the effect of the charge transfer is substantial

Z2. - and causes E, to be less than Ed for every case in Table I
Zexcept for anions on the 0 10A surface. Although

0 HgTe is a Il-VI compound, charge transfer does not

occur because HgTe is a semimetal with no forbidden
000o - gap. In HgTe, the dangling states are resonant in the

-1-0 80-4.00 0.00
-12.00 ENERGY (eV) Em band and the conduction-band edge is always the max-

imum occupied level. The cation dangling states are
FIG. I. Density of dangling surface hybrid states of anions never occupied and, consequently, charge transfer does

(dashed line) and cations (solid line) for (IiI)-oriented CdTe. not occur and E, is always larger than Ed. The reduc-
Em is the energy of the highest occupied level for a Cd- tion in the difference of E, and Ed due to the charge
terminated (I 1)8 surface. transfer is expected to be large for all wide-gap II-VI

compounds.
bonded to the removed cation is created. The surface The relative magnitudes of the surface energies have
density of states for the isolated anion surface state profound consequences on the growth habits of these
created is similar to that shown in Fig. I for the pure crystals. When E, is larger than Ed, the effective in-
anion-terminated surface, with only minor differences in teraction between the surface atoms is attractive and go-
the widths and heights in the peaks. Because this anion ing from below the critical temperature to above it, the
surface state lies near the top of the valence band, the surface will undergo a phase transition from smooth to
electrons from the cation surface states will transfer into rough. The smooth surface will have islands while in the
this level, rough limit, the atoms will occupy the sites randomly.

As this process reduces the energy of the final Well below the critical temperature, the islands contain
configuration, the SSE for removal of a cation in this few vacancies.
concentrated limit is also reduced. However, for an iso- When E. is smaller than Ed, however, the effective
lated cation removed frim the underlying (1I1) anion surface-pair interaction is repulsive. At growth tempera-
surface, E, is at the top of the valence band, which is tures below the order-disorder transition temperature,
very close to the newly exposed anion surface states. The the atoms on the surface will arrange themselves to max-
reduction in the SSE from charge transfer is smaller imize the number of atom-vacancy bonds, resulting in
than that in the concentrated case just considered. Ap- superlattice arrangements. The preferred order superlat-
parently, the difference in the charge-transfer energies tice arrangements depend on surface composition. At
between Ed and E, outweighs the band-broadening ener- temperatures above the transition temperature, the ar-
gy gained in E, and results in Ed > E,. The charge- rangement of atoms will be nearly random. We con-
transfer processes are reversed for surface sublimation of clude from Table I that Si, HgTe, and most GaAs sur-
anion from the (ITI) surface. Since three bonds are faces grow in the smooth-to-rough transition region,
broken, more electrons are involved in the reversed while most CdTe and singly bonded Ga-terminated
charge transfer, and the difference between Ed and Ec is (111) surfaces grow in the superlattice-ordered-to-
also larger. random transition region. The surface phase is deter-

We conclude that the charge transfer between the cat- mined by the growth temperature. Hence, the surface
ion and anion dangling states will always increase Ed morphology is critically dependent on the nature and the
and decrease E,. The magnitude of this effect depends magnitude of the interactions between the surface atoms.
on the amount of charge transferred and the separation In this Letter, we considered only ideal surfaces and ii-
between the relevant energy levels. Whenever the effect lustrated that the charge-transfer mechanism will always
is substantial, E, becomes smaller than Ed and an reduce the effective atom-atom interaction on the sur-
effective repulsive surface-pair interaction results. face. However, it is known from detailed calculations
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ABSTRACT

A single-and multilayer growth model is presented. Surface order-disorder transitions are
studied with the entropy calculated in the Bragg-William approximation and in the quasi-
chemical approximation. A plausible explanation for high-quality growth obtained with energy-
assistance is given. The model has been extended to study low-temperature epitaxial growth of
HgTe and CdTe on different surfaces. The relevant surface energies are evaluated in a Green's
function approach.

INTRODUCTION

The theory of surface order of solids is essential to an understanding of their growth
properties. The mechanisms dominating surface order depend on a number of factors, including
the crystal orientation, substrate temperature, and growth method. The atoms arriving at a
growing surface interact both with the underlying surface and with one another. Their mutual
interactions may cause them to undergo an order-disorder transition from a "rough" to a"smooth" (or ordered surface) or from a "rough" to a "superlattice" (SL) surface. In the smooth
limit, the newly arriving atoms tend to cluster into islands; in the disordered state, the atoms tend
to be randomly distributed [I], and in the SL-ordered state, the atoms and vacancies on the
surface form long-ranged ordered patterns. For a half-filled cubic surface, for example, one SL
pattern is a chcckerbnard arrangement of atoms on the available sites. The temperature that
characterizes the transition from smooth to rough surface is called surface roughness transition
temperature, T,. When the growth temperature T is smaller than To, the surface will be smooth.
The growth rates and crystal quality are expected to differ in these two limits.

The rough-to-smooth transition occurs when the effective interaction between surface atoms
is attractive, while the rough-to-SL transition is a consequence of repulsive surface atom-atom
interactions. Because repulsive interactions among surface atoms have not been prevtously
considered to be realistic, this type of order-disorder transition on the surface has not been treated
extensively in the literature.

In this paper, we first study the surface roughness for a cubic lattice by obtaining the surface
entropy contribution to the change in free energy in a random approximation (also called Bragg-
Williams approximation (BWA)], and in the quasichemical approximation (QCA) with pair
interactions. Based on the difference between their predictions, we suggest a plausible
explanation for better quality growth obtained with energy assistance. The surface roughness
model is then extended to study the surfaces of realistic semiconductors-HgTe and CdTe-
grown by atomic layer epitaxy (ALE) and by molecular beam epitaxy (MBE). The transition
temperatures and surface roughness for growth in various orientations are given.

SURFACE ROUGHNESS THEORY

Because of space limitations, the approach will be discussed in brief; the details can be
found in the literature for the single-layer growth model with BWA [I] and for multilayer growth
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model with QCA [2]. We begin by considering a monatomic cubic solid grown trom a (100)-
oriented seed with a smooth crystal surface. The change in enthalpy and entropy are calculated
to obtain the change in f, ee energy. The most probable configuration is obtained by minimizing
the free energy. The atoms arriving at the surface make one bond each with the layer below and
above, and four in-plane surface bonds.

In the multilayer growth model with QCA, we first identify all distinct classes of pairs that
contribute to the free energy. Secondly. we write the probability for occurence of each type of
pair. Then, using appropriate factors for indistinguishability of pairs, the entropy for different
layers is written with appropriate constraints. The free energy is then minimized to obtain the
most probable pair distribution. In this multilayer model, an atomic site in any upper layer is
allowed to be occupied, even if the site immediately below it is not occupied. In other words,
"over-hangs" are permitted. Although these configurations are energetically less favorable, they
contribute to the entropy, and thus should be included in the free energy. In this model, we have
four types of pairs: atom-atom, atom-vacancy, vacancy-atom, and vacancy-vacancy. For each
layer, there are nine variables (four interlayer pairs, four intralayer pairs, and one layer
concentration) and six constraints relating them. The minimization of free energy in two of the
remaining three variables can be carried out analytically. The numerical minimization in the
remaining one variable is then carried out. The temperature at which the second derivative of the
free energy vanishes for the surface coverage of 0.5 gives the transition temperature, Tc.

The calculated layer concentrations in the three-layer growth model are shown in Figure 1
as a function of surface coverage averaged over three layers for three growth temperatures TI, Tc
and T) (T1 < Tc < T2) by thick-dashed, dashed, and solid lines, respectively. The index on the
curves represent the layer number. At i = 1, 3N atoms have been added to the surface, where N
is the number of sites per layer. In this -onvention, Layer I is immediately above the seed
surface. We note that at growth temperatures near and above Tc. all three layers grow
simultaneously, but with x, > x2 > x3. However, at temperatures below Tc, the uppe- layers do
not grow until the lower layers are nearly full. In this limit, layer-by-layer growth takes place.

At temperatures well below Tc. the atoms arriving at the surface cannot move and imperfect
growth results. The quality of the growth can be characterized by the fraction, yo, of atom-atom
pairs to the total number of pairs in a layer. y0 has been calculated in the BWA and QCA.
Figure 2 shows that less perfect growth occurs in BWA case. However, if there is energy
assistance, where photons or ions provide enough energy to permit the atoms to move on the sur-
face, then the QCA entropy is more appropriate and the perfection improves (y0 increases). The
reason for the difference between y0 in these cases is evident: The BWA entropy is larger, and
therefore it emphasizes the drive toward complexity. This results in layers at a given coverage
with more imperfections. QCA, where the entropy is smaller, predicts that layers are more
nearly perfect.

When the substrate temperature is sufficiently low, the characteristic time constant for sur-
face migration is larger than the the equilibration time for interaction of the surface with beam
and gas (thought of as a heat bath). Under these conditions, BWA is more appropriate. How-
ever, if the surface mobility is enhanced with an energy assist, the effective time constant for the
migration is reduced (so that surface equilibration can take place faster than equilibration with
beamor gas bath), then the QCA is more appropriate. This is a plausible explanation for high
quality obtained in energy-assisted epitaxial experiments [3,4]. The energy assist in these experi-
ments is sufficient to allow the needed surface mobility.
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Fig. 1. Layer coverage as a lunction Fig. 2. Variation of yo with average coverage.
of average coverage.

ENERGETICS AND GROWTH MODEL F( PR SEMICONDUCTORS

The model described in the previous section has been generalized to the case of diamond
and zinc blende lattices. Also, the energies of interaction between pairs on the surface and that
between layers has been evaluated, using a Green's function approach. We calculate the energy
to remove the atoms from ncarl' empty surfaces, referred as the dilute case, and that to remove
the atoms from nearly full surfaces, referred as concentrated case (51. The respective energies
are denoted Ed and E,. The calculations were carried out for the removal of anions and cations
from various orientations of Si, GaAs. CdTe, ý.nd HgTe. The details of these calculaions will be
published elsewhere (5]. We report only HgTe and CdTe results here.

In the single-layer growth model, we consider three kinds of pairs: namely, atom-atom,
atom-vacancy, and vacancy-vacancy and their respective energies E,,, Ea,, and E, The
number of effective bonds an atom makes to the substrate, T0, and the number of surface bonds.
T1 must also be specified. The free energy and the surface-pair populations are obtained from
the effective energy Eeff, given by (Er - (E,+E,)/2). Without calculating E.., E,.. or E, we
can find Eeff from the difference of calculated E, and Ed, and T1I from Table I. In our
convention, a negative Eff indicates an attractive interaction between surface atoms.

In atomic layer epitaxy, grown from a free atom vapo- ohase, only one type of atom species
(anion or cation) is present at a given time, and the growth is necessarily layer by layer. The
single-layer model developed in the previous section can be applied to study HgTe and CdTe
with the calculated pair energies. QCA is is used in the evaluation of surface entropies. When
the pair interaction is attractive, the smooth-to-rough transition takes place, as the growth
temperature is varied near Tc, However, when the pair interaction is repulsive, the surface is
either rough or the atoms are in a SL arrangement with vacancies. Then the order-disorder
transition takes place near a different TI. The preferred ordered SL arrangemerts are
composition-dependent; however, in regions of ordering, the surface will be arranged to
maximize the number of atom-vacan( , )airs. Calculated values of TC are given for growth of
HgTe and CdTe in (I 1) and (100) direcuons in Table I.
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Table 1. Extraction energies and critical temperatures.

CdTe HgTe
Atom/ Ed Ec Tc Ed E T€

Surface Layer TIo TI I eVI [eVJ [K] [eVj leVJ [K]

(111)A a 1 6 3.9 4.2 710 1.8 3.8 4700

c 3 6 2.7 0.6 5000* -0.3 1.1 3300

(Ill)B a 3 6 5.2 2.1 7400* 2.8 2.8 0

c 1 6 2.2 1.3 2100' -0.2 0.3 1200

(100) a 2 4 5.0 2.6 5000* 2.4 3.1 1500

c 2 4 2.1 0.1 4200* -0.2 1.0 2500

In our calculation, the pair interaction is always attractive in HgTe and the temperatures
s5-'wn in Table I indicate Tc for the rough- t,-smooth transition. However, the pair interaction is
r-A ýlsive for CdTe, except for the grok :.± of a singly bonded anion layer on the (11 1)B surface.
Temperatures T, denote the rough-SL transition temperatures. Because the T, values are very
large, ALE growth of HgTe occurs mostly in the smooth domain limit and that of CdTe occurs
mostly in the SL domain limit.

In layers grown by MBE, both anion and cation atoms impinge on the surface at the same
time and both layers can grow, simultaneously. The way in which the layer grows depends on the
flux rates of the two constituents and their respective sticking coefficients. Hence, an
appropriately generalized multilayer model to that described briefly in the previous section is
applicable. For simplicity, we assume only double-layer growth. The interlayer pair interaction
energies are obtained from Ed and TI0. The intralayer pan energies for each layer are obtained
from Ec, Ed, and il. With the surface entropy obtained in QCA, the free energy is calculated for
various values of anion and cation layer coverage. The effect of anti-site defects is not included.

Because of the repulsive intralayer pair energies. CdTe surface is expected to grow in SL
domains. Hence, in addition to random distributions considered here, one must consider all
ordered configurations for a given concentration. This case is being studied in detail and will not
be presented here. However, the interlayer and intralayer pair interactions in HgTe are attractive,
so the double-layer growth model applies to this system.

When the minima in the free energy at a given temperature occur near 0 and 1, islands are
formed on the surface that are nearly fully occupied and the remainder of the area is nearly
empty. As the surface coverage is increasea, the islands gro- in -tize with a fixed vacancy cc.i-
centration until the layer is fully grown. The vacancies fill only at the end of the layer growth;
then the formation of the next layer takes place. These events are calculated by examining a
sequence of equilibrium arrangements. Realistically, kinetic effects will prevent all vacancies
from filling in one layer before the start of the next layer. Thus, we expect that island growth-
where the vacancy concentrations are low-is likely to correlate with high-quality material.
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Sequential double-layer growth is predicted to be the case for HgTe, for example, in (11 )A
direction. In this case, at 185"C we predict smooth growth in ALE for both Hg and Te layers.
and in either Hg or Te stabilized MBE growth [6] we also predict smooth la) I- growth. At this
same temperature on the (I l)B surface in ALE we find smooth growth fur the HFt layer, but
rough growth for the Te. Moreover, in this particular case, we find Te-stabilized MBE growth to
be smooth, and Hg-stabilized MBE growth to be rough. In principle, it is possible to find situa-
tions and temperatures where in ALE one layer grows smooth and the other rough, and in MBE
the layers grow rough for both stabilizations. This provides a rationale for the sensitivity of
material quality to stabilization type, and temperature.

CONCLUSION

We have calculated the excess free energy of the surfaces for addition of several layers of
atoms. The surface energies that enter the statistical mechanics are found in a Green's function
approach. The entropy calculation employs a surface modification of QCA. While the calcula-
tion only finds the equilibrium arrangement of atoms for specified surface coverages. given rea-
sonable speculations about kinetic effects, we can appreciate how energy assist functions, in
principle, to im.prove the quality of epitaxial layers; the phenomenology dominating HgTe
growth for different orientations; and reasons to expect differences between the MBE growth
habits of CdTe and HgTe.
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The current status of ab initio methods to study the properties of solids is reviewed. During the
past ten years, a wealth of calculations have established that many properties of solids can be
accurately calculated from filst principles. Recent advances in methods now make it possible to
treat a number of practical problems in materials science within tolerable times and costs.

Practically ever)y solid-state physics text begins by pointing computational time for a solution using conventional tech-
out the difficulty of solving the Schr6dinger equation for niques is proportional to N A, where N is the number of basis
- 1022 particles, and that numerous approximations are re- states per unit cell. The output is the wave functions Tl(r),
quired to make progress. Twenty-five years ago, Hohenberg and the corresponding electron density n.., (r).
and Kohn' established the framework for modern first-prin- The exact functional that generates V,, from n,, is not
ciples calculations by proving that the total energy of a sys- known, and in practice it is possible to do this only within the
tern was a functional only of the electron density. This func- LDA, for which explicit expressions can be calculated. The
tional, however, is unknown. A subsequent "local" LDA has been shown to produce good valence band states3

approximation 2 made it possible to cast the problem as a set in semiconductors and good structural properties in most
of independent particles moving in an effective "one-elec- materials, e.g., atomic volume, cohesive energies, and elastic
tron" potential for which explicit expressions could be ob- constants."' The band gap and conduction band states are
tained. This approach, now known as density functional the- less accurately predicted in LDA. However, it has recently
ory (DFT) and the local density approximation (LDA), been shown that these properties can be accurately calculat-
has evolved into a parameter-free theory capable of predict- ed using a technique called the "GW" approximation.'-
ing structural and electronic properties with reasonably high GW is the first term in a perturbation expansion of the exact
precision.' However. until recently, the computational many-body Schr6dinger equation. Very good optical prop-
methods required to actually solve these equations were so erties have been obtained in semiconductors when the LDA
slow that even on large machines calculations have been re- is used as a starting point to calculate GW, the Green's func-
stricted to simple systems, e.g.. silicon and GaAs.4 There has tion G and screen Coulomb interaction W.
been a significant advance in computational methods in the Among the basis sets used to solve the Schrodinger equa-
last fet years, making it possible now to solve problems tion. the pseudopotential method is the simplest because it
much more efficiently than previously." This constitutes uses plane waves. Plane waves (PW) are suitable only for
an impressive advance in science, but, perhaps more impor- smooth potentials as they are eigenfunctions of free elec-
tant, a revolution in technology. Now it is practical in sys- trons, but they are unsuitable for systems with d electrons,
tems as complicated as HgTe, CdTe, and soon the alloys such as CdTe and HgTe. Even in a simple semiconductor
Hg, ,Cd,Te, to compute. for example, native defect ener- such as Si, 100 to 1000 PW are needed per atom, depending
gies," impurity substitution energies.,'" impurity intersti- on the precision sought. Because the computation time var-
tial energies," and diffusion coefficients," as well as the ies as N', the direct application of this method is limited to
simpler bond lengths, cohesive energies. and elastic con- problems with relatively few atoms per unit cell. Car and
stants. "' Accurate calculations of defect electrical activity Parrinello5 devised an improvement to this method in which
and transport properties based on these parameter-free theo- the Hamiltonian itself is allowed to evolve while iterating for
ries are within reach. This capability should have a dramatic the eigenstates. The computation time for one iteration in
impact on device processing and performance design. their method is proportional to NM 2, where Mis the number

The purpose of this paper is to review the status of this of occupied states. This advance permits much larger sys-
advance and to provide the reader with some insight into its tems to be trt:ated. since MNVin that method.
prospects. The nature of the analysis is illustrated schemati- A second important method is LMTO. It employs a much
cally in Fig. 1. It begins with a trial density n.,,. often a super- more efficient basis set with only -20 orbitals/atom re-
position of free-atomic densities. Using the LDA (see Fig. quired to reach convergence. The LMTO method, until re-
I ), this density generates an effective one-electron potential
V,, and a Hamiltonian, which in turn, generates an electron
density n,.,, n,,, is mixed with n,,, and the cycle is repeated Schrodinger Poisson Eqn.
until self-consistency is reached, i.e., n_, = n,.. Coulomb H(Vin) E Dn( V.J()
and magnetic interactions as well as relativistic terms are
included. The Schr6dinger equation must be solved in terms Until VWot = Vi,
of a basis set. Two leading, generally applicable basis sets are
the linearized augmented plane wave (LAPW) " and linear
muffin-tin orbital (LMTO)' methods. For any basis set, the Fi(,. I. Slf-coniiscnc% I(x)p
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cently, employed the atomic spheres approximation (ASA) smaller problems) and LMTO methods are quite practical.
in which within each iteration of the self-consistency loop A time of 100 h, or about four days, for an ASA-LMTO
the potential is approximated by its spherical average about solution, on a machine that sits in a closet operating in the
the ions and some interstitial positions (empty spheres).' background, is perfectly acceptable. Our machine actually
This approximation limited the applicability of the method has three CPUs and can accommodate four, so if one person
to problems of high symmetry; it excluded problems like is doing a production run it does not seriously affect the rest
substitutional impurity atoms, or surfaces from those for ofthegroup. Ifthe Harris-Foulks functional is used, afactor
which the precision was limited by LDA. Two years ago, a of four is gained. A time of 500 h for FP-LMTO requires
full-potential LMTO (FP-LMTO) was devised' that re- some patience, but even this is acceptable. Using an optimal-
moved the ASA, thereby opening a whole new range of ap- ly vectorized and parallelized code can greatly reduce this
plications. The Car and Parrinello technique still works in time:'` indeed, we are now testing an experimental version
FP-LMTO but does not yield much speed enhancement be- of the ASA program that does this calculation in about 10 h,
cause the basis set is already small. There is another advance using the three CPUs in parallel. We wish to emphasize that
of value, however: the Harris-Foulks functional.' 3"' This is problems involving 64 atoms per unit cell are well outside
a technique for selecting a density functional that is insensi- the capabilities of earlier methods and remain time consum-
tive to details of the electron density and obviates the need ing even using FP-LMTO. However, a problem dealing with
for the self-consistency loop. The technique increases the host material properties with only two atoms per cell, e.g..
speed of calculations with precision still limited by LDA. the band structure or cohesive energy r,, (64/2)- = 3 X 10"

A concrete example of the speed of current calculations is times faster, so instead of 500 h the results are obtained in
presented in Table I. The example selected is a calculation of about one minute.
the tellurium antisite defect in CdTe using a supercell of 64 In the past, solid-state theory was able only to calculate
atoms. The quantities calculated are the substitution energy, general trends of phenomena from first principles, or with
the impurity levels, and strain distributions around the re- more accuracy predict interrelations between various obser-
laxed antisite. vables, i.e., parametrize potentials: Parametrized potentials

In this approach, the crystal is treated as a periodic ar- generally can be trusted only in circumstances where the
rangement ofsupercells with one antisite in each cell. When local atom arrangement deviates little from the one for
the cell size is large enough so the antisites no longer interact which the parameters were chosen. Hence. for example, if
with one another, then the calculated properties converge to parameters are chosen to fit bulk properties, quantitative
those of an isolated antisite. We find that a cell size of 32 predictions of surface reconstruction may not be trustwor-
atoms is often sufficient but the numbers in Table I are for 64 thy. although the symmetry may be properly given. The neu
atom cells. ab initio methods reviewed here do not suffer from this kind

The estimated computation times required to solve this of uncertainty and. as a consequence, can be trusted to with-
problem on an Apollo DNIO.000 computer. using a single in a given precision. This ability should bean invaluable help
CPU are listed in Table I. This machine is small enough to sit in interpreting observations, devising means to circumvent
in a closet, costs < $100,000, and is run by our professional deleterious effects, and designing manufacturing processes.
staff. lts clock time is roughly l/6 that ofa Cray, butbecause Acknowledgments: We thank ONR (Contract Nos.
the Cray is a vector processor, it runs this kind of problem N00014-89-K-0132 and N00014-88-C0096). AFOSR
about 30 times faster than the Apollo. Quoted times and (Contract No. F4920-88-0009), and NASA (Contract No
precisions are approximate, and four iterations to self-con- NASI-1822b) for support of our program.
sistency are assumed.

As you can see from the table, conventional pseudopoten-
tial methods are out of the question for a problem with 64 ' Hohenherg and Vi Kohn. Phys. Rev. 136. B864 (lQ64). W Kohn and
atoms per unit cell. However, the Car-Parrinello (for ' Hh and K40 .A h3,,.L. J. Sham. ibid. 140. A 1133 (11)65).

WV. Kohn and L. J. Sham. Phys. Rev, 140, A 1133 (1965).
T,\iit.t I Computational effort to calculate an antisite defect in CdTe using 'O K Anderson. 0 Jepsen. and D. Glotzel. in Highlights of'Condensed
a supercell approach (64 atoms'cell). Time is for an Apollo DNIO.0X)0. Matter Theory, edited by F. Bassani. P. Tosi, and P. Fimi (North Holland.
single CPU. Times and precisions are approximate. Four iterations to self- Amsterdam. 1985)
consistency are assumed. 'G. A. Baraff. M Schluter. and G. Allen. Phys. Rev. Lett. 50. 739 (1988)

'R. Car and M. Parrinello. Ph)s. Rev. 55. 2471 (1985).
Method Orbitals/atom Time (h ) Precision (eV) M. Methfessel and M. van Schilfgaarde. Phys. Rev. (to be submitted).

"M Berding. M. van Schilfgaarde. A. T. Paxton. and A. Sher. J. Vac. Sci
Pseudopotential' go 10 0X)0 0.2 Technol. A 8. 1103 (1990).

3(X) < 10" LDA" M. J Caldas. 1. Dabrowski. A. Fazzio. and M. Scheffer. Phys. Rev. Lett
LAP\k 50 5 000 0.2 65. 2046 (1990).

100 40 000 LDA .Y. Bar-Yam and J. D. Joannopoulos. Phys. Rev. Lett. 52. 1129 (1984).
Car-Parrirello' 300 I 000 LDA" N'1. van Schilfgaarde. M. Methfessel. and A. T. Paxton (in preparation)
LMTO-ASA' 13 100 0.5 "S. H. Wei and H. Krakauer. Phvs. Rev. Lett. 55. 1200 (1985). and refer.
LMTO-FP 22 500 LDA" ences thereto.

"", S. Hy'bertsen and S G. Louis. Phys. Rev, Lett. 58. 1551 (1987).
"Pseudopotential Iorm unsuitable for d-band materials. J. Harris. Phys. Res B 31. 1770 (1985)

'LDA error is unknown hut is expected to he about 0 1 eV. ' M Foulkes and R Haydock. Phys Rev. B 39. 12520 (1089).
'Unsuitable f'or calculatiig lattice rclaxatoiis. 'M. van Schiltgaardc and A. T. Paxton (in preparation)
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Abstract. We review the current status of knowledge of fundamental properties of
the alloy Hg, -_ CdTe. The most vexing questions are about its correlation state.
Several different experiments now suggest it is highly correlated, but no theory
predicts this result. We also discuss other properties, including dislocations at
interfaces, the residual donor, worms, surface segregation and its impact on
passivation, and concentration fluctuations. The forces driving these phenomena,
where they are known, will be presented. Most of the paper focuses on the
following: correlations; native defects, formation enthalpies and entropies; native
defect equilibria with mercury gas and with tellurium inclusions; and self-diffusion
coefficient activation energies including its contribution from migration energies.
We will take advantage of new first-principles, high-accuracy calculations to help
explain the experimental situation. The calculations predict that the main native
defects found in alloys equilibrated at low Hg pressures are Hg vacancies, while at
high Hg pressures they are Hg interstitials, and, surprisingly, Hg antisites.

1. Introduction blow-up of a 'microcluster'. The major topics identified
are point defects [21, correlations [3], 'worms' [51, misfit

As we have been told in this conference [I], sophisticated dioslocations [6, 7], substrates, extended defects [1],
focal plane arrays (FPAS) of sizes as large as 256 x 256 inclusions [7], bulk concentration fluctuations [8] and
elements have been demonstrated on Hg,_.Cd.Te ma- surface segregation [9]. Other topics such as metalliza-
terials grown epitaxially by several means on various tion [10], particularly to p-type material, could have also
substrates. Control of the material and its processing is been included in this list, but we limit our discussion to
reaching a stage where practical yields of arrays with those mentioned above. We begin by summarizing below
adequate performance for some applications are nearly the most important aspects of each of these topics. A
at hand, so these array costs are becoming acceptable. selected set will be greatly expanded upon in later
While the community is now well into a manufacturing sections of the paper.
phase, there remain many unanswered questions about
the nature of Hg, _,Cd.Te alloys, questions whose reso-
!ution would improve the performance, yield and stabili-
ty of focal plane arrays. The purpose of this paper is to Most Hg, _,Cd.Te alloys are Te rich as-grown [1, 2].
review the current status of our knowledge of this alloy The excess Te is accommodated by Hg vacancies (desig-
system [2, 3], with the aim of suggesting potential nated VH,) or as Te solid inclusions (Te,) [7, 11]. The Hg
mechanisms for the uncertain properties and additional vacancies are shallow acceptors (possibly negative-U-
experiments to test these hypotheses. We also will dem- centre double acceptors) [12]. With the exception of
onstrate the merit of recently developed first-principles some MBE or MOCVD material, as-grown material is p-
computational methods [4] to help settle outstanding type, both at room temperature and at 77 K [13, 14].
problems associated with the material which will even- This material can usually be annealed at low temperature
tually lead to accurate processing and performance (- 250 C) in an Hg overpressure to fill the V,, sites and
models. Figure 1 depicts schematically the major issues to dissolve the Te inclusions [7]. When this is done the
that will be addressed. They were selected because of material converts to n-type with carrier concentrations
their potential impact on performance of FPAS. The figure that are remarkably low, from a few times 1014 cm -' to a
shows a passivated HgCdTe sample on a substrate. On few times 10, cm-3 in high-purity material [14]. The n
the right is a graph of a vertical composition profile dopant(s) (called the residual donors) are unknown.
through one region of the sample, and on the left is a There is evidence [14] that the principal residual donor is
t This work was supported in part by NASA Contract NAS1-18226, an impurity rather than a native defect, but because it is

ONR Contract N00014-88-C-0096. and AFOSR Contract 49620-88- so pervasive the evidence in not completely convincing.
K-0009. The residual donor concentration is unknown, uncon-

0268-1242/91/120C59 - 12 $03 50 @ 1991 lOP Publishing Ltd C59

110



A Sher et al

POINT DEFECTS
1) NATIVE
a) V. VW,
b) H91, To,c) T, He

2 I MPmES VACUUM

CdT.

PASSIVANT IE CONCENTRATION.
SURFACE SEGREGATI4)

F Cd fea. og.o

CORRELATIONS p-YELOCALJ

WI n-tYPE FLUClUT IN

'VVORMS* CLFLUTATIONS

SUBSTRATES EXTENDED DEFECTS UINCLUSIONS
1) Cd~,_Zn To I) DSI.OGATfON$ 1) To METAL.
2) Cd Te&_Se. 2) GRAIN BOUNDARY 2) Cd,,T*,
3) CdT&Cs&As 3) TWINS 3) CRUD

4) STRIATIONS

Figure 1. Schematic features of HgCdTe alloys.

trolled, and sets FPA limits for most operating modes. there is a degree of short-range order, and in some cases
Identification and control of the residual donor would even long-range order [20, 21]. The principal driving
undoubtedly be beneficial. It has been demonstrated by terms for correlations are bond length and chemical
diffusion measurements that samples annealed in higher difference between the constituents AC and BC. In
Hg pressures contain Hg interstitials (Hg1) [15, 16], but Hg, - Cd.Te the bond lengths of HgTe and CdTe are
while they are likely to be donors, the electrical state of nearly equal, and the differences in their chemical terms
an Hg, has never been directly identified. It has been are also small, so that correlations are predicted to be
speculated that Te interstitials (Tel) and antisites (Tea,) small. However, a high degree of correlation has been
[17] are active recombination centres, but direct evi- deduced using five different experimental techniques (Te
dence on their deep states is not available. The Hg nuclear magnetic resonance (NMR) [22], Raman spec-
antisite (HgT.) has not been previously suggested as a troscopy [23, 24], infrared (IR) reflection spectroscopy
high-concentration defect, but we will present arguments [25] and x-ray diffraction [26]). In the concentration
in a later section that it may be present in concentrations range near x = 0.25, the correlations are such that the
sufficient to 7ect devices [2]. material is tending toward an ordered structure rather

So far we have mentioned only native defects, but than spinodal decomposition. Those findings may have
impurity doping is now being brought under control in important consequences for devices, in particular if the
HgCdTe alloys. It has proved to be difficult to gain correlation state varies spatially. Such correlation fluc-
control of both donor and acceptors, but methods are tuations may be a source of spatial variability of material
now in hand. Well behaved impurities are In [181 on properties that occurs even if the composition is uniform,
cation sites serving as donors, and As on Te sites serving with the variation affecting the uniformity of the band-
as acceptors. They are inserted into the material during gap, native defects and impurity concentration, mobili-
epitaxial growth. Ion implantation and diffusion doping ties, etc. The magnitudes of such variations may differ
have not been successful enough to be used in any greatly from one property to another. For example, one
manufacturing process. Partial explanations for these would expect relatively slight bandgap variations, but
observations have been published, but refinements are rather more substantial differences in vacancy concentra-
needed to make them quantitative. Many devices are still tions and diffusion coefficients between regions of differ-
made utilizing Vil acceptors and residual donors [19]. ent correlation states. This occurs because band

structures are properties that depend on site occupations
1.2. Correlations averaged over many lattice spacings, but vacancy for-

mation energies depend sensitively on the local atom
It is now well recognized that semiconductor alloys of the ar-angement around the vacant site. Both the experi-
form A, -_=BC are rarely truly random. The A and B n.ntal and theoretical understanding of the correlation
atoms do not occupy their sublattice in the zinc blende state of HgCdTe need to be clarified. A more detailed
structure at random but are somewhat correlated, so exposition of this problem is presented in section 2.

C60

111



HgCdTe status review

1.3. "Worms' does not exist for Hg, - CdTe, so compromises must be
Material grown by LPE and movPE and annealed to n made. The materials CdZnTe, and GaAs or Si with buffer

type often exhibits low carrier concentrations - 10" layers, are the current leading contenders.

cm- I but with electron mobilities far below those of bulk
or MiE-grown materials. If these materials are intention- 1.6. Extended defects

ally impurity doped to be slightly more n type, their A variety of extended defects, grain boundaries, anti-
mobilities return to the high values obtained by other phase boundaries, twin planes, threading dislocations,
growth methods. The currently accepted, although un- striations, etc have all been directly observed in transmis-
confirmed, explanation for this phenomenon is that after sion electron microscope (TEM) studies or their existence
the Hg overpressure anneal, there are 'woodworm-like' deduced from indirect evidence. Their impact on device
domains in the n-type material that remain p type [5]. characteristics is not well established, but is certainly
These regions produce p-n junctions, and mobilities never helpful. Because large-area FPAS are being made,
measured in a Hall measurement exhibit a mixed effective extended defects obviously are relatively dilute or ineffec-
mobility that appears low. Impurity doping converts tive in current device-grade material. However, improve-
these p-type worms to n type, so while there is still a ments are still possible.
spatial variation of the doping concentrations, all the
material is n type so the measured Hall mobility is higher. 1.7. Inclusions
From the viewpoint of device limits, such impurity
doping has two potential deleterious effects. First the We have already mentioned Te inclusions, and they will
minimum carrier concentration that can be used is be analysed more extensively in later sections of this
increased, and second there is a spatial variation of the paper. They always have an array of dislocations around
carrier concentration. them [7], are thought to serve as getters for some

The worms are an appealing explanation for the impurities, and, as we suggest later, are likely to have a
observed transport properties, but if the goal is to non-equilibrium atmosphere of VH, and Te,, around
improve devices made from LPE material then we must them [2]. When they are dissolved in the Hg anneal,
understand why the worms form and how to eliminate some of their associated dislocations climb to surfaces
them during growth, or in subsequent processing. Do the [7] and are eliminated, although some remain; the
worms form because they correspond to regions of low gettered impurities may remain as inclusions, and the
residual donors, or to regions where the Vxg formation larger Te, inclusions may not be completely dissolved.
energies are small so that they do not anneal compietely? Means to avoid Te, inclusion formation in as-grown
Are the worms regions where the correlation state differs material are most desirable.
from the remaining material? Why are worms more
prevalent in LPE or MOVPE material than in higher- 1.8. Bulk concentration fluctuations
growth-temperature bulk material or lower-growth-tem-
perature MBE material? These and other questions are Even if an alloy is random, any segment in space has a
still unanswered. Bernoulli probability concentration distribution [30].

Thus one expects small-scale concentration fluctuations
if there is nothing to suppress them. Because of the near

1.4. Misfit dislocations lattice match between HgTe and CdTe, a region of space

Substantial misfit dislocation densities are alv :s found with a concentration that differs significantly from the
average produces no long-range strain field and is there-

at the interface between Hgwe Cd=Te and substrate for- not strain suppressed. The same effect has been
materials, e.g. Cd1 _,Zn,Te, even when the two materials fcunad in the lattice-matched alloy Al1 _xGa•As

are perfectly lattice matched [6, 7]. This situation also 31 Hwe in a lattice-m ismatche Atialik

occurs to a lesser but still significant extent at heterojunc- [31]. However, in a lattice-mismatched material like

tions. The reasons for these anomalous dislocation Hg,_ ZnTe, such short-range concentration fluctua-
tions are suppressed. One consequence of this is that indensities remain to be determined. Because dislocations HgCdTe the exciton line is very broad, while in HgZnTe

have been demonstrated to have a deleterious impact on it is narrow [8]. This effect should be particularly
minority carrier lifetimes, their effect is of particular troublesome in VLWIR material where the bandgap is very
concern at heterojunctions where they degrade RoA small and fluctuations could produce semi-metal short-
products [27-29]. ing domains.

1.5. Substrates 1.9. Surface segregation

This topic has been extensively reviewed in other confer- ,r. ,;,iteral, an alloy in equilibrium will not have a
ence papers [I]. The ideal substrate material would be a uniform concentration near an interface [9]. This is most
large-area, ER-transparent insulator that is matched to easily understood at a vacuum surface where there are
the active layer by lattice constant, thermal expansion dangling bonds. The material can minimize its free
coefficient and chemical potential, and on which signal energy by having the alloy species that makes the weak-
processing circuitry could be integrated. This idealization est bonds concentrate at the surface. Also in lattice-
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mismatched alloys the low-concentration species will be tion on those aspects that may help us to identify what
driven to the surface by 'stran release' because they may be missing from the interactions driving correlations
experience less strain energy at the surface than in the in HgCdTe. We consider an average population i, of
bulk. In the near-lattice-matched Hg, _.CdTe alloy, five-atom anion-centred clusters including 16 bonds
strain release plays little part, and therefore surfaces are (most others treat four bonds only). The population of
Hg rich. because Hg maxes weaker bonds to Te than five-atom clusters of the form A,_.,B.,C can be shown to
does Cd. Detailed predictions are that for x < 0.4 the be grand canonical ensembles of the form
surface layer will have concentrations in the semi-metal i, = y, exp[(Mn, - c,)!kT]/q(i'.Ej], -U) (1)
range returning to the bulk concentration within a few
atomic layers. Thus, in equilibrium. MWIR and LWIR where the partition function is
HgCdTe alloys will have Hg-rich semi-metal surfaces. A J
CdTe-passivated HgCdTe alloy will have a uniform q((j}, ps) F g, exp[(pnJ - ej)/kT] (2)
concentration up to the interface because, both in the j.0

bulk and at the interface, cations will be surrounded by and g, is the degeneracy of clusterj = 0, 1. J (4 < J <
four Te atoms, so there is no driving force for segregation. 2"'), nj is the number of B atoms on cluster j, c, is the
There is also little dr ving force for segregation at a ZnTe excess energy of cluster j relative to the virtual crystal
interface with HgCdTe. These conclusions are true only if approximation (VCA) average !vcA = (1 - X)&A + XES

interdiffusion is prohibited across the interface. (called A, by Sher et al [21]), 6, and e. are cluster
Because there is less tendency for interdiffusion be- energies of the pure AC and BC compounds. k is the

tween ZnTe and Hg, - Cd.Te than between CdTe and Boltzmann constant and Tis the absolute temperature.
the alloy, we have suggested that a few atomic layers of If the clusters do not have their normal counting
ZnTe followed by a thicker CdTe layer should be a degeneracies
superior passivant.

A CdS/HgCdTe interface should be Cd rich because 0 (4)

the CdS bond strength exceeds that of HgS by more than 9i= n)
that between CdTe and HgTe. A similar argument ap- 0 the binomial coefficien and
plies to oxides, except that the lattice-constant mismatch split, then we have g, = gt
becomes so large that dislocations and grain boundaries J = 4. The chemical potential is set by insisting that the

begin to exert a much larger influence on the net result. composition x is correct
The rapid return of the interface concentration to its 4x = i n .j. (3)

bulk value (a few atomic layers) is predicted to occur only
above an alloy's order-disorder transition temperatures If one makes a transformation to the reduced excess-
[3, 32]. Below this temperature, long-range large-excur- energies representation
sion concentration oscillations should occur. Because of
its expected low order-disorder temperature, one would Aj = - I - n, - ! 6, (4)
tend to discount such phenomena from consideration in 4 4
HgCdTe. However, the observations of large correlation (called A' by Sher er al [21]) then i becomes
effects makes us pause. If these effects are confirmed, then (
there may be comparatively long-range concentration ii = g, exp[(p~ii - Aj)kT]/q({Aj}, p6) (5)
fluctuations adjacent to an epitaxial layer-substrate in-
terface, which may help to explain the anomalous misfit
dislocation densities that are observed. This suggestion ps = - (ej - co)/ 4. (6)
(first made by Spicer et al [10], but without a mechanism Note that we have AO = A., = 0, so at least two
identified) is highly speculative, and while concentration members of the set (A,} vanish. More importantly. only
oscillations driven by surface segregation and interface the reduced excess energies actually drive the cluster
boundary conditions are a natural consequence of a populations. We shall see shortly that the energies of the
higher than expected order-disorder transition tempera- {A,} set are often five to ten times smaller than those of
ture, there is no direct evidence to support its occurrence the {fej set. Most of the strain contribution to the (c4 set
at a HgCdTe/CdTe interface. Relevant experiments subtracts out and contributes little to the ij values.
would be helpful. There is an additional effect. It can best be appre-

The remainder of this paper will be devoted to an ciated when stated as a theorem: If
exposition of our current understanding of correlations,
native defects and their diffusion. Ai = Ao + ni and 9j = (4

2. Review of correlations then J = 4 and
S= xP- g9(0 - x)• '-"X'i (7)

We [21] and others [33-35] have demonstrated that (

there are always correlations in alloy semiconductors. where xOJ are the populations of a random alloy. Thus, no
Here we summarize our previous work, focusing atten- matter how large the constant 6 may be, as long as the
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energies A, vary linearly with the number of B atoms on temperature independent. For bond-length-mismatched
the cluster n, and the counting degeneracy is not split, the alloys, they vary with x roughly as to z E'x' and t::t to
alloy is random. Strain energies from bond-length differ- (I - X)2,so that we have
ences between the constituents, chemical energies and
electron-electron interactions all have some nonlinear AE : N( 0 x(I - x) + Y A'ij (13)
variations with n,, The degeneracy go is split by coherent
strains, temperature gradients, or anything that estab- where the mixing enthalpy parameter, Q1 is approxi-
lishes preferred directions for the locations of A and B mately
atoms on a cluster. These splittings always establish a Q 1- IEo + (to - Eo)x]/4 (14)
preference for one type of cluster in a particular orienta- 0 (
tion [e.g. for a strain in the (111) direction, AB with the and nearly x independent if to° to, as is often the case.
B oriented along the (11) axis], and therefore drive The second term in equation (13) is usually small com-
deviations of the {ij} set from {x°} toward compound pared with the first and contains all the temperature
formation, and, if the splittings are large enough, toward dependence. However, when equations (5), (12) and (13)
long-range order. The effect of the energies IAj} can drive are inserted into equation (8) to obtain AF, a term in TAS
the { s } set toward either compound formation or spino- exactly cancels the second term in equation (13). Thus, it
dal decomposition, depending on details. is impossible to determine the temperature variation of

The excess free energy of an A, _,BC alloy can be AE from a measurement of AF. The expression for AF
written as becomes

AF = AE - TAS (8) AF = N[Q x(l - x) + xu6 - 1kT In q({AJ}, u6)]. (15)

where the excess energy is The chemical potential A6 is determined from equa-

AE = M F (9) tion (3), and both p6 and q are generally temperature
J dependent.

We have calculated {fe}, {AI}, i,, {si - x°}, AE(T)
with M being the number of clusters. The excess entropy and AF(T) for Hg, - Cd.Te (figure 2) and Hg, - ZnTe
is (figure 3) alloys. The energies a, for these figures were

AS /N! I_ J M! calculated as discussed in detail in [21]. The 16-bond
AS ln( H o [g=(1 - x)'-" (10) cluster was attached to a rigid medium at the virtual

M 0 crystal positions in the third shell from the cluster centre.

with Mj = xjM (see Sher et al [21] for the justification). The atom positions inside the third shell were adjusted to
The total number of clusters M is related to the number minimize the strain and chemical energies. The energy tj
of Bravais lattice sites N in the crystal by M = N/4 for a is the total energy of the 16 bonds with the atoms in their
16-bond cluster (and M = N for a four-bond cluster), minimum-energy positions. The variations of atom bond
Equations (9) and (10) can be rewritten for the 16-bond lengths in different alloys are well predicted by this
cluster as method. The AF curves for Hg_,Cd.Te show no tenden-

N /cy for an order-disorder transition in the temperature
AE = -((1- x) to + Xts + AAj (11) range studied, but 9j - x' values do deviate from zero.

4 Hg, -,Zn•Te does have an order-disorder spinodal tran-
and sition with critical [36] temperature Tc = 380 K. Al-

though Hg, _,Cd.Te shows significant deviations of the
AS= -kN(( - x)ln(l - x) + x In x fc, from random alloy values for a sample equilibrated at

k 300 K, they are still not as large as those measured in the

M x NMR experiments, meaning that a major interaction may
+ J- (, In x- ) be missing. However, at 300 K diffusion may be fast

enough in HgCdTe for the material to equilibrate even at
N AiN N this low temperature (see the discussion in the next

= Y Atij - N " + In q({AJ}, /6). (12) section). The slower diffusion observed in HgZnTe maybe a distinct advantage, one that counters its above-
Note in the first equality in equation (12) that MIN is room-temperature critical temperature.

I for a four-bond and 1/4 for a 16-bond cluster. In the 16- We have shown that only the small {Aj} drive devia-
bond cluster case, there is, as a consequence, an exact tions in the populations i, away from randomness.
cancellation of the (I - x) In (1 - x) + x In x term by a Moreover, if Ai = nj, is linear in n, the number of B
portion of the third term in the bracket. This occurs atoms, then despite the size of 6, the populations are still
physically because, in the 16-bond cluster, all the bonds random. Thus, effects that would otherwise be considered
associated with a given substituted atom are in the small may compete with the larger energies retained if
cluster. In the four-bond case, however, bonds from each they have the proper nonlinearity. We are examining
substituted atom contribute to four different clusters, several possibilities in Hg1 _Cd.Te. These include effects
Several features of equations (11) and (12) are note- caused by screening in the composition range where the
worthy. First, E, and ts are functions of x but are alloy is a semi-metal, direct second-neighbour chemical
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Figure 2. Composition variation of correlation-state-dependent quantities for Hg, - ,Cd.Te.

interactions treated in the context of Harrison's model dure. Because we do not have access to the original data
[37], electron-electron Coulomb interactions driven by we have corrected published numbers by assuming the
polarity differences between the constituents, and comn- straight-line fits of In G versus l/T were made through
position variations of the elastic constants. the points T3 and T, given by

T3 - (2T' I + T2 )

3. Native defects and diffusion TZ (T- + 2Tý") (17)

Then the correct expression

3.1. Data fitting G = C(P)T" exp(-E/kT) (18)

There have been several measurements [15, 16] of the Hg parameters are related to the fitted parameters by the
vacancy formation energy and Hg, Cd and Te tracer relations
diffusion coefficients. These measurements are always E = E' - mkr (19)
fitted to a functional form

and
G = G,.(P)exp(- E'/kT) (16)

1In G,• _

where E' is interpreted as the activation energy and I In -G (20)
G.(P) is the infinite temperature limit of G. For vacancy m CT' T4

formation, G represents the vacancy concentration, and where
for diffusion the infinite temperature diffusion coefficient.
It is assumed in the fitting process that G02(P) can be 3-(T•

1 + T2f-ln(TIT3 ) T4. (21)
viewed as a function only of the partial pressure P above The approximate expression to r in equation (21) is
the sample of the species under investigation. However, accurate if T, - T3 < T,. Note that if m is positive E < E'
the pre-exponential coefficient always has a power-law and if m is negative E > E'.
temperature contribution, i.e. a T" multiplicative com- To illustrate the effect of these corrections, we have
ponent. Because the measurements extend over a limited examined the case of VH, formation and diffusion and the
temperature range, T,1 < T<5 T2 , usually have some scat- interstitial Hg1 diffusion in Hgo 75Cdo. 22Te. The mass
ter, and the T" term varies more slowly than the expon- action equation for formation of VH.
ential, reasonable fits to the data are obtained. However,
when E' values are quoted to more than one significant HgTe - V.5TC + Hg1  (22)
figure, and G. to the proper order of magnitude, it is where Hg represents a Hg atom on a Hg site, and Hg,
important to include the T'" factor in the fitting proce- represents Hg in the vapour phase, has been analysed
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Figure 3. Composition variation of correlation-state-dependent quantities for Hg, -,ZnTe.

using standard results in statistical mechanics. The diffu- The quantity f. is calculated roughly from the mass
sion coefficient D is given by action equation for the effective reaction

D I! a2(• (23) HgTe + Vg = V,,,Te + Hg,. (25)
6 = 0 \N/ again remembering that the HgTe is adjacent to a VH, in

where the initial state.
1 cop jf (24) Then, the assumption that the Hg,. in the interme-

- p diate position does not remain long enough for its
O= vibrational states to thermally equilibrate leads to the

and where a is the hop distance, T, is the mean free time power-law m values quoted in table 1.
between hops, n/N is the fraction of lattice sites N There are several noteworthy features to the informa-
occupied by vacancies, cop is the presentation frequency tion in table 1. First, the corrections to the activation
of an atom at the barrier between it and an adjacent energies are 10 to 20 %, which is important if the second
vacant site andf1. is the probability that an adjacent atom and third significant figures quoted are to be taken
reaches the intermediate position at the peak of the seriously. Second, note that for both vacancy and inter-
barrier between it and an adjacent vacancy. (The prime is stitial diffusion in the Chen [16] and in the Tang and
inserted to remind us that this is not a normal interstitial Stevenson [15] work a larger activation energy corre-
because it lies between two vacant sites.) lates to a larger pre-exponential factor. This occurs

Table 1. Corrections to experimental activation energies and pre-exponential coefficients.

Experiment E'(eV) G, (cm2 s-') T 1 (K) T, (K) r E(eV) C m

Vacancy formation
Vydyanath [13, 141 2.24 400 650 495 2.01 11/2

Vacancy diffusion
Chen [161 2.40 4.7 x 105 P;' 400 490 441 2.08 3.2 x 10 - P-o1  17/2
Tang and Stevenson [15] 2.10 4.87 x 10' PH-o 350 500 412 1.80 5.8 x 10- 2 P;0 '1t 17/2

Interstitial diffusion
Chen [161 0.54 1.1 x 10-'7 PO 400 490 441 0.64 5.5 x 10- 3 --5/2
Tang and Stevenson (151 0.61 5.5 x 10- 7 PH 350 500 412 0.70 2.4 x 10-+' P50  -5/2

t (cm
2 

s-)- T 1712

cm - T s-
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because of the T- dependence and the fact that the two notation in that table is as follows. As corresponds to an
experiments were conducted over different temperature A species occupying a B site, where I corresponds to an
intervals T, and T2. interstitial and V to a vacancy. No subscript on a species

The corrected numbers for the two groups are closer indicates that it is occupying the correct lattice site. e.g.
together than the uncorrected ones in both cases, though Hg = Hg,,. Square brackets [ ] refer to concentrations.
still not in perfect agreement. If we average the corrected A subscript 'g' indicates the species in the gaseous, or
Hg diffusion activation energies of the two experimental vapour, phase, and P,. is the Hg vapour pressure. Most of
groups we get the reactions in table 2 involve the creation or destrtic-

tion of one or more unit cells. Because the resulting
change in volume is accommodated at the surface, the

EH,, = 0.67 + 0.04eV. change in the number of unit cells will enter into the

determination of the defect equilibrium through the
surface entropy. Additionally, surface preparation and

3.2. Native defects orientation will affect the surface free energy. We have

Much of the following discussion has appeared pre- assumed for the present that such surface effects are

viously in [2]. As mentioned earlier the doubly ionized negligible, i.e. that the volume expansions and contrac-

cation vacancy is believed to be the dominant native tions can occur with negligible changes in the surface

defect in HgCdTe that dictates the electrical behaviour of properties.

the undoped material [13, 14]. We have recently reported To complete the defect equilibrium determination

the results of calculations of native and impurity defect correctly we must include the equilibration of the elec-

total energies in HgTe, CdTe and ZnTe [18]. The ener- tronic charges of the system. To do so we must have

gies for the formation of various native point defects in knowledge of the dominant charge states of the defects

HgTe are summarized in table 2; the HgTe solid and the and their activation energies with respect to the neutral

Hg in the vapour are used as reference energiest. These defect. Such calculations are complicated by the fact that

calculations used the linearized muffin-tin orbital (LMTO) most ab initio calculations of the electronic band structure

method within the local density approximation (LDA) to of semiconductors predict an incorrect bandgap, EG, a

the exchange correlation energy. Large supercells con- shortcoming of the local density approximation (LDA).

taining one defect per cell were repeated periodically, and Therefore, we shall focus on the neutral native defects
from the difference in total energies per cell, with here, and the established or expected charge states of

and without the defect, the defect formation energy was these defects.
calculated. To expedite the calculations, the energies In wide-bandgap materials the equilibration of de-

were calculated within the atomic spheres approximation fects can be substantially affected by the Fermi level; for

(ASA) with a small (spd) basis set. In the ASA, an approxi- example the formation energy of a donor will decrease

mation to the exact density functional is evaluated; as a when the Fermi energy is near the valence band edge.

result, an error is introduced which is larger than in other since the donor electron can drop into a vacant state near

LDA methods [38], and relaxation energies cannot be the valence band, thereby lowering the energy by - E,.

accurately calculated. Thus only those differences in Because we are discussing HgCdTe with a narrow band-

energies that are > 0.5 eV here should be viewed as gap, we expect the Fermi effects to be small, but not

significant for these calculations. insignificant at high temperatures. Because of the small

An appropriate set of mass action constants for the conduction band effective mass, in n-type material the

neutral defect reactions is also given in table 2. The filling of the conduction band states by electrons can shift
the Fermi energy significantly. Combined with the in-

" A different reference is used here than was used in table III in (18). crease in the bandgap for the high temperatures at which
An error appears in that table owing to the incorrect use of an most defect studies are done. the effective bandgap can
energy of 2E. per unit cell rather than 4E.. The defect energies in
table I in [18], from which the energies in table Ill were denved, are be substantially larger than the usual 77 K bandgap
correct, associated with a given concentration of HgCdTe.

Table 2. Defect reactions and formation energies.

Defect reaction Defection concentration Energy (eV)

Evg + HgTe ý VmgTe + Hgg (V..,] = P. 1K, exp(- E..,lkT) 2.01 t
ETrý + 2HgTe-. TeH.Te + 2Hgg [Temg] = P 'gKTOg, exp(- ETr,.IkT) 4.53
ET., + HgTe -- Te,'e Hgg [Te] = P"'K*T., exp(- ET.,IkT) 4.96
Ev,. + Hg -- HgVT. [VT.] = PmoKV,. exp(- Ev,,IkT) 3.12:

E..,. + 2Hgg .- HgHgT. [Hgr.] = P.g1.9'.,. exp( - ENQ,.IkT) -0.42
EH., + Hgg - Hgj [Hg,] = PNQK'O, exp(- E,,g,/kT) 0.84, 0.98

t Corrected experimental number from Vydyanath (13, 141
:Calculated using a tight-binding Hamiltonian 117).
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First we consider the defects which accommodate changes in the predicted defect concentrations. For ex-

excess tellurium-the first three defects in table 2. The ample. let us assume that our calculated antisite forma-

mass action constants are given by a product of the form tion enthalpy is in error by 0.5 eV in this case the ratio of
antisite-to-vacancy concentrations (at 500-C) will be

K, = K? exp( - AEikT). (26) reduced to - I x 10- ". For an antisite formation en-

For the first three equations the K, are given tnalpy in error by 1.0 eV. this ratio is reduced to - I x

by 10 -. We do not expect the ASA errors -) exceed 0.5 eV

KOv.. =QCo~k71(21rmH,)3' 2h - 3 exp(ASv../k) (27) If the HgCdTe is not completely annealed, and tellur-
KT,.= CO(kT) 5(2nmI)3h-' exp(AST-...k) (28) ium precipitates are still present, the defect equilibrium

will not be that predicted by the mass action equations
given in table 2. For example, near the inclusions we can

KO = Co(kT),Y(21rm.,) 3" 2h 3 exp(ASTr,/k) (29) assume that the defects will be nearly in equilibnum with

Here T is the temperature in kelvin, k is Boltzmann's the tellurium solid; thus

constant. mH, is the mass of the mercury vapour atoms, h EH.. + Te,. - V,,Te (32)
is Planck's constant, AS, is the change in vibrational and
entropy upon formation of the defect and Co converts
from site fraction to volume concentrations. Estimates, Er... + 2Te, .- TeCTe (33)
valid at high temperature, of the temperature variation of will be the appropriate reactions. The formation energies
the AS, terms weie included in the pre-exponential de- for a tellurium antirite and an Hg vacancy from the
pendence T' of the reaction constants in table 1. Because tellurium solid are calculated to be 1.63 eV and 1.f15 eV,
two unit cells of HgTe are destroyed when a tellurium respectively. Although the difference in the formation
antisite is created, compared with one unit cell when a energies is less than when both defects are referenced to
mercury vacancy is created, we do not expect that the mercury vapour (- 0.5 eV compared with - 2 eV),
exp[(AST,. - AS,.)/kT i-z1. While we have not corn- the gas phase entropy factor does not enter into the ratio
pleted the evaluation of these entropy terms, our preli- of the defect concentrations. Using the same estimate of
minary estimates indicate that this ratio is - 10'. For the the entropy ratio, the defect concentration ratio using
tellurium interstitial and the mercury vacancy, we expect tellurium solid as the reference state is
that exp[(AS.r, - ASV,.)IkT] 71 will be correct within
a factor of 10. Evaluating the numerical constants we find [TeN]_l(--ý --0 1 30 V 2 10 - (34)[V Hg]

[TVe] Thus, near the inclusions we expect higher relative

[Te,] concentration of tellurium antisites, as compared with
__ _ 1(31) the rest of the material equilibrated with the Hg vapour.

[VHa] Additionally, the absolute [VHS] defect concentrations

for T = 500 'C and PH, = 1 atm. The conclusion from may differ substantially in the two regions of the mater-
equations (30) and (31) that the mercury vacancy is the ial. At present we expect [VHS] to be higher in an
dominant native defect is consistent with experimental 'atmosphere' surrounding a Te inclusion. A better calcu-
observation. This conclusion is unchanged if we include lation of the vibrational entropy is needed before we can
the possibility that the species may be ionized at the predict these absolute defect concentrations and their
equilibration temperature where the material is expected spatial extent. Differences in the defect concentrations
to be intrinsic. Although the tellurium antisite density arising from different equilibration conditions are a
decreases more rapidly with decreasing Hg pressure than possible source of spatial variability of the HgCdTe
does the mercury vacancy density, the point at which the material. If the material is not fully annealed to equilib-
concentrations are comparable is at less than P,1 • rium, for example because of an abundance of tellurium
10- atm, and certainly the HgTe phase boundary is precipitates, this history may affect subsequent process-
reached before such low Hg pressures can be achieved. ing.
This is also consistent with the fact that no p-to-n In the above we have discussed the defect energies for
conversion is observed in isothermal anneals for low HgTe and applied them directly to the small-x
mercury pressures [13, 14, 38], as would be expected if Hg, -Cd.Te system. Because we are dealing with the
tellurium antisites became the majority native defect. native defects of an alloy, we expect a number of corn-
Because the pressure dependences of the tellurium inter- plexities to affect the above analysis. First the variation of
stitial and the mercury vacancy concentrations are the the defect formation energies for vacancies is sensitive to
same, the above conclusions will hold independent of the the alloy environment, in particular for the vacancies of
mercury pressure. the non-substituted species, such as tellurium in HgCdTe

We have checked the sensitivity of the calculated [39]. Even for vacancies of the substituted species, we
concentration ratios to the magnitude of the reaction have found that the formation energies may vary by
enthalpy. Because the enthalpies enter the exponents, several tenths of an electron volt. Because of this varia-

small changes in the enthalpies will result in large tion in the formation energy, the fraction of defective sites
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will vary by as much as a factor of 100 from one class of depend on the next generation of calculations, with the
sites to the next. Consider various classes of Hg sites in ASA removed and full relaxation included, plus a quanti-
ideal HgCdTe. which can be distinguished to first order tative comparison of the entropy differences between the
by specifying the number of Hg and Cd atoms in the mercury antisitc and the tellunum interstitital. to deter-
second-neighbour shell (the four first neighbours are mine the dominant defect in this class.
always tellurium), Hg 1 .2-Cd,, with a concentration As mentioned above, we have shown that the tellur-
given by [j]. The total vacancy concentration is given by ium vacancy formation energy vanes significantly with

12 the alloy environment. Because the tellunum vacancy is
[VH.1 = 3 [j ] P-' K' exp( - Ej,1kT) (35) not expected to be a dominant defect in HgCdTe, and the

• ttellurium diffuses by an interstitial mechanism, we do not

where E, is the vacancy formation energy for the jth expect any measurable manifestation of this vanation.

cluster. The populations of vacancies in each class of On the other hand, the Hg antisite may be the dominant

cluster. j, can be expected to differ because of differences Hg-excess defect, and its formation energy may vary

in the cluster populations and the formation energies. significantly with the alloy ýnvironment. We are cur-

Additionally, the defect energy levels may differ in the rently calculating the magnitude of this variation.

various classes of sites, possibly leading to different
ionization states for vacancies in different classes of sites.
If the cations in the alloy are randomly arranged, such 3.3. Diffusion
differences may be difficult to infer experimentally. If,
however, the cations are correlated, exhibiting short- HgCdTe exhibits a complex tracer difusion profile, with
range order, more complex behaviour may be present. As both a fast and a slow branch. The fast branch is

discussed earlier, such short-range order has been found attributed to a mechanism with vacancy and interstitial
in HgCdTe. In these cases, the contribution to the diffusion in parallel where the dominant diffuser is deter-
vacancy densities from the dominant &ass of clusters will mined by the pressure and temperature, while the slow

be increased Because the studies finding short-range component fits a mechanism with vacancy and intersti-
order focus on the tellurium-centred five-atom clusters of tial diffusion in series [ 15]. The activation energies for the
the form Hg,._,Cd. rather than on cation-centred clus- fast branch as discussed previously are 1.90eV and
ters of the form Hg,.2_.Cd., higher-level five-atom clus- 0.67 eV for the vacancy and interstitial mechanisms.
ter-cluster correlations must be known to predict the respectively. Our zalculated formation energy for the

effects on the vacancy populations. mercury interstitids are 0.84 and 0.98 eV for the anion-
Next we examine the defects which accommodate and cation-surrounded tetrahedral interstitial sites, re-

excess Hg in the solid. The existence region for HgCdTe spectively. and the experimental formation energy for the

is always tehurium rich. and thus the native defects which mercury vacancy is 2.01 eV. Comparing these energies

accommodate excess tellurium are expected to dominate, with the experimental activation energies we find close
For these equations in table 2, K° is given by agreement, indicating that the migration energy contri-

bution to the d,1 fusion activation energies are small for
K°, 7. = Co '(kT)-•2'(2irmH,)--""h 3 exp(ASvT./k) (36) both interstitials and vacancies.

o = Co exP(ASHT1k) (37) In the vacancy diffusion case we are comparing two
K( mexperimental numbers for the diffusion and formation

and energies. Because the diffusion energy (1.94 eV) is the
K H k--h exAS,./) (38) sum of the formation and migration energy, the fact that

1 = CO(kT" 5 12(2lrMHf e I 1/k). (38) the vacancy formation energy (2.01 eV) is larger but
If we assume the change in entropy is comparable for all should be smaller iF an indication that something is
three defects, we find amiss. and the experiments should be repeated with the

goal of attaining higher accuracy.
[Hg_ , 10÷ 4 (39) There is a similar discrepancy in the interstitial diffu-
[VT.] sion case. but now we are comparing the experimental

and diffusion activation energy 0.67 eV with a theoretical
formation energy 0.89 eV. We know that refinements to

[Hg1 ] 14 (,0 the theory will lower the predicted value. These refine-
S 1 ( ments need to be done before more definitive conclusions

can be made.
for T = 500 'C and PjH = I atm. From equations (39) The difference between the two numbers obtained for
and (40) we see that the tellurium vacancy is a minority cation- and anion-surrounded interstitital sites (0.84 eV
defect species. For the pressure and temperature consid- and 0.98 eV) sets a lower bound on the interstitial
ered, the density of Hg antisites is predicted to be migration energy. Most of the interstitial Hg will sit on
comparable to the density of Hg interstitials. Because the the lower-energy anion-surrounded site, and migrate
ratio of [HgT,1 to [Hgj] is nearly unity, any errors in the through the intermediate-energy cation-surrounded
calculation of the activation energy could push the sites. Examination of the lattice arrangement between
balance toward one side or the other. Thus we must these sites leads us to believe that the potential profile is
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unlikely to have a large barrier between the two classes of TEM studies of annealed LPE matenal indicate that the;e
site, and. as a consequence, the interstitial migration are few, if any. Te inclusions remaining [7].
barrier should be quite low. First-principles theories are now fast enough and

In a recent experiment on mercury diffusion in ion- accurate enough for practical use in process and perfor-
implantation-damaged HgCdTe, an activation energy of mance modelling. An effort to capture the results of many
several tenths of an electron volt vas measured [40]. The experiments into consistent models, and thereby increase
disparate results can be interpreted as a measure of only their reliability, has, as we have tned to demonstrate in
the defect migration contibution to the diffusion activa- this paper, become a realistic goal.
tion energy. since defects in excess of the equilbinum
concentration were probably formed during implanta-
tion. It is not evident that the measured activation energy
corresponds to the vacancy or the interstitial mechanism. Acknnwledgment
The conclusion that the diffusion activation energies are
largely defect formation energies, with the migration This work was supported by NASA contract NASI-

energies being much smaller, is in agreern,,n! with the 182.26, by ONR contract N00014-88-C0096 and by

above interpretation of the Richter and Kalish [40] AFOSR contract F4962,-88-K-0009.
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A tight-binding model is used to calculate the formation energies, bond lengths, and bulk moduli
of a number of ordered III-V and IT-VI semiconductor alloys. The parameters in the model are ad-
justed so that the bond lengths, cohesive energies, bulk moduli, and shear elastic constants for the
constituent compounds are described correctly. The model is then applied to alloys without further
adjustment. Based on the calculated excess energies, we conclude that none of the ordered alloys
found experimentally is in its stable bulk equilibrium state at the growth temperatures. Although
the alloy excess energies can be negative, if the reference constituent compounds are constrained to
match the substrate lattice used in epitaxial growth, their magnitudes are not large enough to ac-
count for the observed ordering. A possible explanation of the observed states in terms of a barrier
that prevents the metastable ordered alloy from decomposing into separate phases is presented.
However, this explanation only applies to alloys with lattice-mismatched constituents. Detailed re-
sults on the bond lengths and bulk moduli are also discussed.

I. INTRODUCTION range from 400°C to 800°C, and the ordering directions
are not necessarily the same as the growth direction.

The bulk semiconductor alloys A 1 ,BC were long Finding LRO is surprising, because it is at variance

thought to be ideal pseudobinary compounds, in which with the well-established conventional picture for the
the C atoms sit in a fcc sublattice while the substituting bulk semiconductor alloys having simple phase diagrams
atoms A and B randomly occupy the sites of the other fcc with miscibility gaps2 1 24 driven by strain energy. The
sublattice. However, several recent findings in the last question is, are these ordered alloys thermodynamic equi-
few years revealed quite a different picture. First, extend- librium states? This question can be answered if accurate
ed x-ray-absorption fine-structure (EXAFS) experi- values for the alloy excess energies can be determined.
ments"'2 clearly showed a bimodal distribution for the To be specific, we shall only consider three important

nearest-neighbor bond lengths in these alloys, which im- structures, CP, CA, and CH, for the ABC 2 alloys, and

plies that the equilibrium atomic positions are not the define an excess energy AE as
virtual-crystal sites of the zinc-blende crystal. Recent ex- AE =E( ABC2 )-[E( AC)+E(BC)I , (1)
periments3.4 and theories5' 6 also indicated that the ar-

rangement of the alloying atoms in these systems is not where E(ABC2 ) is the energy per molecule, or per four
completely random. Most surprising of all, however, has atoms, in the alloy ABC 2 , and E(AC) and E(BC) are
been the discovery of long-range ordering (LRO) in these the energies per pair of atoms in the AC and BC zinc-
alloys grown epitaxially.7- 19 Essentially, all the III-V al- blende compounds, respectively. If these ordered alloys
loys grown by molecular-beam epitaxy (MBE) or metal are in their thermodynamically stable states at the
organic chemical vapor deposition (MOCVD) under growth temperature, AE has to be negative and must
some special growth conditions are found to be ordered. have a magnitude considerably larger than 200 meV on
While a great majority of these ordered alloys form the the present scale. 25 This would be in contradiction with
ABC 2 compounds in one or more of the following three the positive values of AE previously reported for the bulk
crystal structures: the CuPt (CP), CuAu I (CA), and semiconductor alloys. 2'-24.26 However, the ordered
chalcopyrite (CH), a few alloys are ordered in the form of semiconductor alloys found from the epitaxial growth
A 3BC 4 with the famatinite or luzonite structure. These may be in a constrained equilibrium state, where the con-
crystal structures have been well described by Wei straint is imposed by the substrate strain. We need to
et al.20 Table I is a partial list of the LRO alloys that know the energetics of the various states involved besides
have been grown, together with the growth conditions the bulk access energy before we can start understanding
and ordered structure found. For later emphasis, we note the ordering and stability of these alloys. The calculation
that the substrate temperatures for the ordering to occur of some of these energies along with an accuracy analysis
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TABLE 1. A list of the ordered 111-V semiconductor alloys identified experimentally.

Growth
Alloys Structure method Substrate Temperature ('C) Reference

AlGaAs, CA MOCVD and MBE GaAs(100) and GaAs(! 10) 600-800 Ref. 7

Al1nP, CP MOCVD GaAs(001) 650-700 Ref. 13

AlInAs, CP MOCVD InP(001) 600 Ref. 9

GalnP: CP MOCVD GaAs(001) 650 Ref. 14
CP MOCVD GaAs(001) 640 Ref. 15
CP MOCVD GaAs(001) 650-700 Ref. 13
CP MOCVD GaAs(001) 600-630 Ref. 16
CP MOCVD GaAs(001) 600-700 Ref. 17

GalnAs, famatinite LPE InP(l 10) 630 Ref. 8
luzonite MBE InP(001) 400 Ref. 10
CA MBE InP(l 10) 500 Ref. II
CP VLE lnP(001) 650-660 Ref. 12

Ga:AsSb CA MOCVD InP(100) 550-680 Ref. 18
CH MOCVD InP(100) 600 Ref. 18
CP MBE 540 Ref. 19

is the main purpose of this paper. justment. Our method thus corresponds to an interpola-
The excess energies for a number of ordered semicon- tion scheme for the alloys between the constituent com-

ductor alloys have been calculated from local-density- pounds. Such an approach is particularly appropriate for
functional (LDF) theory using various band-structure the present study, because the alloys and the constituent
methods.6 "2 0 27 32 Although the LDF error for the crystals have very similar structures and local bonding.
cohesive energy of a Ill-V compound is typically several The rest of this paper is arranged as follows: Section II
tenths of one eV per pair of atoms, it is generally believed describes the ETB model, the way the parameters are
that the excess energy based on the same technique is ac- determined, and the results for the structural properties
curate to several meV, because the errors in LDF cancel of the constituent crystals. Section III briefly describes
in Eq. (1). However, the ordered alloys that we are con- the structural parameters and the energy-minimization
sidering are open structures containing several atoms per procedure for the three alloy structures in both their bulk
unit cell. The atomic positions in these alloys are usually equilibrium states and in states constrained to match sub-
distorted away from the regular zinc-blende sites. Only strates. The calculated excess energies are summarized in
the most sophisticated band-structure theories which are Sec. IV and are compared with those from LDF and
capable of treating shear distortion, such as the full- VFF. To provide more detailed structural information,
potential linear combination of muffin-tin orbitals (FP- the calculated bond lengths and bulk moduli of the alloys
LMTO),33 full potential augmented plane waves (FP- are also presented. The final section, Sec. V, contains a
APW), 34 and the fully converged plane-wave pseudopo- summary and discussion.
tential method,35 can be expected to yield precise results
within LDF. Even with present-day computers, it is still
too expensive to use these methods to perform calcula- II. TIGHT-BINDING MODEL
tions over a wide range of semiconductor alloys. On the
other hand, although the valence-force-field (VFF) mod- The tight-binding (TB) model that we are going to use
e13 '07 is simple and is effective in treating the strain ener- is very similar to that used by Chadi 38 and Harrison. .39.4

gy, it cannot account for the chemical energy.26 These The total energy of a semiconductor crystal is assumed to
considerations have motivated us to use the empirical be the sum of the electron energies E,(k) in the valence
tight-binding (ETB) method. The ETB not only can treat bands and the pair repulsive energies uij between the
both the strain and chemical energies but also allows for nearest-neighbor atoms:
precise and systematic computations. To eliminate the
propagation of errors from constituent compounds to al- E E BS + U, = Eo(k)+ X u, . (2)
loys, the parameters in ETB are adjusted to produce the A

experimental values for the cohesive energy, bond length Furthermore, the band energies are calculated using a
d, bulk modulus B, and the shear elastic constant minimum-basis TB Hamiltonian which includes one s
C1 I -C,2 for each constituent crystal. These parameters and three p orbitals per atom. The interaction parame-
are then used in the alloy calculation without further ad- ters needed from the Hamiltonian are the term values E,
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and E of each atom and the nearest-neighbor two-center and
interactions V.., Vp,, V1,,,, and Vp,,. For a given crys- u (d)=uo(do/d)m, (9)
tal structure, the Hamiltonian H (k) associated with a where the superscript and subscript 0 indicate the values
given wave vector k within the first Brillouin zone has a e raluated at the equilibrium band length do. The values
dimension of 4m, where m is the number of atoms per of V•O1 are taken to be Harrison's universal forms scaled
unit cell. The diagonal part of H (k) consists of the term oa

values, and the off-diagonal elements are computed as by a factor f,
ik'd r'V(01 = fvHarison (0Hrr,(k)= e k hvr,(d ,) ,-(3) aa a-d (10)

d Note that Harrison's 40 universal two-center interactions

where the sum runs over the first-neighbor bond displace- take the form
ments drr, that point from the orbitals denoted y to y'. vnarnson =.?a*2/(md2)
The y stands for the s, p•, py, or p, orbital of a particular --aa 0
atom in a given unit cell. The matrix elements h rr' are re- where m is the free-electron mass, A is Planck's constant,
lated to the two-center interactions by the Slater-Koster and the -q's take the following values: ir, = - 1.32,
relations, 41 17$po = 1.42, 71 i,, = 2.22, and ip,, = -0.63.

Thus there are four adjustable parameters for each sys-
tem: the scaling parameter f, the powers n and m, and

h. =aIV.P,, (5) the value u0 . These parameters are determined by re-
quiring that the model produce the correct experimental

h I=a 'Vp+,,--a')Vp,'r, (6) values for the bond energy Ebond, d 0 , B, and the shear
(7) (elastic constant C,,-C12. Since C,,-C,2 is governed

y =ala 2(,,, - only by VWo * in the present model, it alone determines the

where ai =xi Id are the direction cosines of d, while a!l scaling factor f. Then the bond energy Ebad is used to

the Vs depend only on the length d. determine u0 . The requirement that the first derivative

The first task is to determine the forms for the interac- of ET be zero at do then determines the ratio of the
tions Va,. and the repulsive energy u from the constitu- powers n /m, which couples with the equation for the
ent compounds. Since the strain energy plays a very im- bulk modulus to yield the values for n and m. One can
portant role in the allo) formation energy, we shall make then use these sets of parameters to calculate other quan-
sure that our model produces the correct elastic con- tities that are not employed in the fitting, e.g., another
stants. To keep the model close to Harrison's 39.40 origi- shear elastic constant C4,, the Kleinman internal-
nal form, but to free it from his rigid 1ld 2 and lid 4 scal- displacement parameter4 2 ý, and the optical-phonon fre-
ing rules for Vaa, and u, respectively, we assume the fol- quencies to at the zone center, to check the validity of the
lowing forms: model.

In the actual calculations we used the term values tab-
Vao,(d)= VoJ, (do/d)" (8) ulated by Chen and Sher. 43 Table II lists the experimen-

TABLE I1. Values of bond length d, bond energy Etfld, bulk modulus B, and shear coefficient
C = C 1 - C12 used to determine the parameters in Table III. Also listed are the experimental values of
C, and the TO-phonon mode co at r to be compared with the calculations. All the elastic constants
are in units of 10" dyn/cm2 , d in A, Ebd in eV, and WTO is given in terms of wave numbers in cm-'.
The sources of these values are discussed in Ref. 47. Also listed are the force constants a and 6 (N/m)
for the valence-force-field model in Eq. (13).

d Ennd B C C4 at

AlP 2.367 -2.13 8.600 6.900 6.150 440 43.867 9.429
AlAs 2.451 - 1.89 7.727 7.160 5.420 361 40.360 10.132
AISb 2.656 -1.76 5.817 4.428 4.076 366 33.417 6.790

GaP 2.360 -1.78 9.143 7.870 7.143 367 46.257 10.723
GaAs 2.448 -1.63 7.690 6.630 6.040 269 40.351 9.371
GaSb 2.640 - 1.48 5.792 4.946 4.440 231 32.800 7.539

InP 2.541 -1.74 7.247 4.460 4.600 304 40.346 6.543
InAs 2.622 -1.55 5.794 3.803 3.959 219 33.165 5.757
InSb 2.805 -1.40 4.831 3.130 3.132 185 29.605 5.069

ZnTe 2.637 -1.20 5.090 3.060 3.120 177 29.445 4.659
CdTe 2.806 -1.10 4.210 1.680 2.040 141 26.374 2.722

HgTe 2.798 -0.81 4.759 1.817 2.259 116 29.773 2.935
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tal values" - 4 for the do, Ebo.d, B, and the C11 -C 1 2 which is consistently larger than the n=2 used in
used to fit the parameters, and the values of CU and Harrison's universal TB parameters. For the repulsive
transverse phonon frequency wo used for the consistency pair energy u =u odo/d)", the power m ranges from 5.4
check. to 7.1. The ratio rn/n falls in the range from 1.5 to 1.9,

The elastic constants can be calculated directly from which is smaller than the m/n=2 used by Harrison. 39

perturbation theory. First the Hamiltonian H(k) is ex- The calculated values of C, for most systems agree with
panded in powers of the infinitesimal strain parameters e experiment to 10% or better. The caiculated TO-phonon
up to second order: modes at r for most Ill-V systems also agree with experi-

= H,, + 1.He.2 
, ments to 10% or better. The discrepancies for the II-VI

systems are larger (about 15%). Reliable results for

where H, is the strain-free Hamiltonian and H 1 and H, from both experiments and first-principles calculations

are, respectively, the first and second derivatives with are only available for a limited number of semiconduc-

respect to e evaluated at e=O. The band-energy contri- tors. The calculated ý, Cu,, and wo from the TB model

bution to the strain coefficient then comes from the agrees very well with those results, as shown in Table IV.

second derivative of EF, with respect to e, denoted by The results in Tables III and IV are based on a particu-
lar set of term values and TB parameters. It is useful to

82Eus examine how the predictions are influenced by these pa-
S- (vk!H, Iv,k) rameters and the fitting procedure. Table V shows a re-

sult based on Chadi's procedure3 •'"' in which the TB ma-
I(v,k!H, ic,k)12 trix elements I',a are scaled as l/d 2 , and the repulsive

2 c k E V(k)-Ec(k) ,pair energy is taken to be
tc k k)k()(2

where E k) and : c, k ) are, respectively, the eigenenergies u = u0 + u , (d -do) 4- u,(d -do )2

and eigenvectors of H 0 for the conduction bands. Simi-
larly, t,,k indexes the valence bands. Note that the inter- The parameter uo is set to produce the correct bond ener-
valence-band contributions in the second-order perturba- gy, u , is determined by requiring the correct equilibrium
tion sum cancel exactly and so they are not needed in Eq. bond lengtn, and u, is fixed by the bulk modulus. Two
(12). The matrix elements of H, and H, needed here can sets of TB parameters are tabulated for each system: One
be expressed from Eqs. (3)-(7) in terms of the first and the of them is the set used by Chadi 38 and the other (labeled
second strain derivatives of the two-center interactions present work) is the set obtained by multiplying

V,. and the direction cosines a,. Harrison's Va, by the scaling factor f listed in Table III.
Table III shows the results for f, n, m, and u0 obtained For convenient comparison, the zero of the term values is

for the constituent compounds, and the corresponding set equal to the anion s energy. Despite considerable
values of C,, ., and co calculated as a consistency check. differences in these two sets of TB parameters, the results

The scaling factor f ranges from 1.1 to 1.5 and tends to of the predictions from the two sets are very similar and
decrease with an increase in polarity. In the power-law also very similar to those predicted from the other pro-
dependence a/. (do/d)", n ranges from 3.3 to 4.2, cedure given in Table IV. The only noticeable difference

TABLE III. The results for the parameters f, n, m. and u0 obtained from the fitting of the bond en-
erg), bond length, bulk modulus, and shear coefficient C, -C,: of Table I1 using the full band-
structure calculation. Also listed aW the calculated C,, internal-displacement parameter •, and the
TO-phonon mode w at F. All the eus.ic ."onstants are in units of 10'' dyn/cm-, uo is in eV, and to are
given in terms of wave numbers in ci,-.

f n m u, C 4 " to

AlP 1.294 3.530 5.598 6.435 5.827 0.516 447
AlAs 1.464 3.524 5.430 7.089 5.598 0.459 384
AISb 1.337 3.268 5.668 4.838 3.944 0.564 354

GaP 1.395 3.705 5.683 7.285 6.857 0.501 382
GaAs 1.397 3.633 5.716 6.530 5.791 0.500 292
GaSb 1.431 3.471 5.717 5.519 4.515 0.536 256

InP 1.323 4.240 6.633 5.603 4.260 0.584 304
InAs 1.300 3.997 6.427 4.962 3.564 0.552 220
InSb 1.353 3.773 6.399 4.350 3.092 0.602 200

ZnTe 1.284 3.306 5.828 4.285 2.813 0.590 205
CdTe 1.171 3.656 6.761 3.092 1.701 0.694 156
HgTe 1.173 3.760 7.074 3.080 2.040 0.716 152
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between the predictions in Table IV and Table V is that the internal distortion parameter for the C atoms. There
in the latter the phonon frequencies are slightly larger are only two different nearest-neighbor bond lengths in
and C4 are slightly smaller. These comparisons show the alloy:
that the model with parameters given in Table II not only
contains the correct structure properties inserted through dAc= a/4)[2+(/3+b) 2I]1 2

the fitting procedure, but also predicts other mechanical and
properties with reasonable accuracy. This model should
serve as a good basis for alloy calculations. dsc = (a/4)[ 2 + (f0- 6)2]1/2

1YCALCULATION For a set of values for a, /3, and 6, the total energy is cal-
culated following the general description in Sec. II. The

A. CuAu I structure (CA) interactions V.,. and the repulsive energy are scaled by
the bond lengths according to Eqs. (8) and (9), respective-

The ABC2 semiconductor alloy in the CA structure ly. The Hamiltonian H (k is now a 16×X 16 matrix. The
forms a layer structure ACBCACBC ... along the total energy is then minimized by varying the three pa-
(001) direction. The basic lattice vectors can be chosen rameters a, /3, and 6. If the alloy is constrained to match
ai aj=(1,',0)a, a 2 =(+, -T.,0)a, and a3 =0,0,/3)a, a (001) substrate, the lattice constant a is fixed by the sub-
where/3 is the c/a ratio with a and c being the lattice pa- strate, and the total energy is minimized with respect to/3
rameters. Note that the ideal /3 value for a zinc-blende and 5.
structure is 1. There are four atoms per unit cell: one A
atom at (0,0,0), one B atom at (4,,0,/3/2)a, and two C B. Chalcopyrite structure (CH)
atoms at (l,,/36+8)a/4 and (3,1,3/3-6)a/4, where 8 is The ABC 2  semiconductor alloy in the CH

structure forms a superlayer structure
ACACBCBCACACBCBC... along the (012) direc-
tion. The basic lattice vectors can be chosen

TABLE IV. Comparison between calculated and experimen- as aI = ( 1,1, -- 2/3)a/2, a 2 = ( - 1, 1,2/3)a /2, and
tal lattice constant a, elastic constants B, CII -C , and C4, a 3=( 1, - 1,2/3)a/2, where /3 again is the c/a ratio, with
Kleinman (Ref. 42) internal-displacement parameter ;, and the an ideal value of 1. There are now eight atoms per unit
TO-phonon frequency w in wave numbers cm- . Also listed are cell: two A atoms at (0,0,0) and (0,l,/3)a/2, two B atoms
C'. which correspond to the value without the internal distor- at (1,0,0)a/2 and (l,1,0)a/2, and four C atoms at
tion. The FP-LMTO and PP-PW are the ab initio theories, and a 6,/3)a2 n (1,3 )a/2, and fur Catom at
TB is our tight-binding method discussed in the text. All elastic ( -+ , 1 4, (1,3 5 is the (3r 1 -- r, pa rand
constants are in units of 10"! dyn/cm'. Experimental values are (3-t,3,/3)a/4, where 6 is the internal distortion parame-those listed in Table II. ter for the C atoms. Again there are also only two

different nearest-neighbor bond lengths in the alloy:
Expt. FP-LMTOa PP-PWt  TB

Si a 5.431 5.41 5.45 5.431 dAc=(a/4)[1+(l+86)2+/32]]/2

B 9.923 9.9 9.3 9.923
C11 -C 12  10.274 10.2 9.8 10.274

C4 8.036 8.3 8.5 8.013 dac=(a/4)[1+(1H-5)2 -+/3 :2 .
CI) 11. 1 11.30

0.54c 0.51 0.53 0.51 A similar procedure can now be carried out to minimize
523 518 521 572 the total energy with respect to the three parameters a.,/3,

and 5. However, the Hamiltonian H (k) is now 32 X 32.
Ge a 5.65 5.59 5.65 For the case in which the lattice is matched to the (001)

B 7.653 7.2 7.653 substrate, we again are left with two parameters /3 and 8
C11 -C 12  8.189 8.5 8.189 to vary for the energy minimization.

C4 6.816 6.3 6.84
7.7 9.46 C. CuPt structure (CP)

S0.44 0.49
303 302 342 In the CP structure, the alloy forms a ( I II) superlat-

tice ACBCACBC " . Because of a lack of reflection
GaAs a 5.642 5.55 5.642 symmetry about any of these planes, the B layer need not

B 7.69 7.3 7.69 be located exactly at the middle position between the two
C11 -C 12  6.63 7.0 6.63 successive A layers. Also the distance between two

C', 6.04 6.2 5.791 closest atoms from two different A layers may not need
7.5 7.83 to correlate with that between two A atoms on the same
0.48 0.50 plane. Thus there are a total of five independent parame-

co 273 268 292 ters required to describe the crystal structure: the lateral

"Reference 33. lattice constant a for the layers, the spacing D between
bReference 49. two successive A layers, and the three spacing parame-
'Reference 50. ters for the three layers (one B and two C) inside D.
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TABLE V. Comparison between the two different sets of TB parameters described in the text; the resultant coefficients u0 , u,, and
u, of u, and the predicted elastic constants, Kleinman internal-displacement parameters , and phonon frequency w.

S v V V". Vo.

Si Chadi 0.0 7.20 0.0 7.20 -2.03 2.55 4.55 -1.09
Present 0.0 6.88 0.0 6.88 -2.41 2.59 4.05 - 1.15
work

U.) u U C C. CW "

Si Chadi 7.29 -9.98 23.90 10.66 7.89 11.38 0.49 620
Present 6.93 -9.70 23.42 10.27 7.83 11.39 0.51 592
work

E'4 A C vVjC VCA V
EPE P 'sa ~ P, sPa VPP I V11

GaAs Chadi 0.0 9.64 5.12 11.56 -1.70 2.40 1.90 3.44 -0.89
Present 0.0 10.09 6.79 14.12 -2.34 2.52 2.52 3.94 -1.12
work

14) U u, C C . C04

GaAs Chadi 5.12 -7.12 18.22 6.36 5.60 8.77 0.54 339
Present 6.53 -8.39 19.90 6.63 5.70 8.53 0.54 322
work

There are, however, only four atoms per unit cell, each summation i runs over all the bonds, and in the second
coming from a different layer, so the H(k) matrix is term, the bond-angle contribution, the summations in-
16X 16. There are also four different bond lengths in the clude all the pairs of bonds that share common atoms.
crystal, two for the AC and two for the BC bonds. If the The do in Eq. (13) is the equilibrium bond length, and
alloy lattice is matched to a (111) substrate, the lateral A(d, -d) ) is the strain-induced change of the dot product
lattice parameter is fixed, but we still have four parame- between the two bond vectors which point from the com-
ters to vary for energy minimization. However, if the al- mon atom to the nearest-neighbor atoms. For a zinc-
loy is matched to a (001) substrate, we shall assume that blende crystal, there is only one value for the bond-
all the alloying atoms A and B are locked into the fcc lat- stretching force constants a, =a, and one value for the
tice points of the substrate, and we are left with only two bond-angle-restoring-force constant f3, =)3. Their values
free parameters which describe the relaxation of the two are determined 26 by fitting the experimental bulk moduli
nonequivalent C layers. B and shear elastic constants CII -- C1 2, and are tabulated

It is useful to comment on the Brillouin-zone (BZ) in- in Table II. We extend Eq. (13) to calculate the strain en-
tegration needed for the calculation of the electronic en- ergy in an ABC, alloy by treating each bond and each
ergy. Since our calculation involves relatively small and pair of the same bonds in the same way as in the constitu-
easily handled matrices, we are able to sample over a ent compounds. However, when dealing with the bond-
large number of k points. We found that a uniform grid angle term involving two unlike AC and BC bonds, both
of 1000 k points inside the BZ always guarantees a con- do and 0j are taken to be the average values. The results
vergence of the total energy pair of atom to within 10-3 from VFF will be compared with the ETB calculations in
meV and the elastic constants to an accuracy in the third Sec. IV.
digit. We found that total energies calculated using two
special k points5 l are about 10 meV per atom pair higher IV. DISCUSSION OF ALLOY RESULTS
than the converged value. However, when extending the
two-special-k-point method to the CA and CH struc- A. Excess energies
tures,-2 most of the errors of the alloy and pure com-
pound cancel, and we found that the final errors in the Before presenting the results for different kinds of ex-
excess energies are only about 0.5 meV per atom pair. cess energies, the readers should be reminded of the rela-

Before presenting the results, we briefly describe the tion between these energies and ordering. The Appendix
Keating36 valence-force-field (VFF) model. The VFF provides a qualitative discussion of this relation. It also
only deals with the strain energy. The energy per unit describes how different kinds of excess energies presented
volume in a strained diamond or zinc-blende crystal is below may alter the picture of ordering.
given by The bulk excess energies AE calculated from ETB for

3 -the ABC 2 alloys in the three structures of CA, CH, and
U=3-; ~a,[A(d,-d,)] 2+--T !fij[A(d,-dj ) 2 

, CP are listed in Table VI along with the results from
8d2 8d5 VFF and LDF. First we observe that ETB and VFF give

(13) very similar results. Both models produce very small AE
values for those alloys composed of compounds with

where in the first term, the bond-stretching energy, the nearly equal lattice constants. However, AE for AIGaP 2
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and HgCdTe 2 derived from ETB are slightly negative, substrates used in the growth are selected to have their
The differences between the ETB and VFF results in lattice constants close to the equilibrium lattice parame-
these systems are a measure of the small size of the ters (see Tables I and IX) of the ordered alloys mentioned
chemical-energy contribution to AE in the ETB model. above, it takes little strain energy for these alloys to
For the lattice-mismatched alloys, all the AE values from match the substrates. On the other hand, if an alloy on
ETB are positive and are slightly larger than those ob- the substrate is to decompose into two substrate lattice-
tained from VFF except for InAIP 2 . The major reason mismatched constituent compounds, it takes energy to
VFF yields a smaller AE is that the VFF used here con- constrain the separated systems. Only the case of thin
sistently predicts smaller values of the elastic constant layers in which no dislocations form will be treated.
C, than the experimental values, thereby underestimat- Then the reference constituent energies E(AB) and
ing the strain contribution to AE. However, the small E( AC) in Eq. (1) which muct be used to calculate the ex-
chemical energy included in ETB may upset this trend, cess energy for epitaxial growth, referred to as AE.., are
exemplified by InAlP2 . the ones with their lattice parameters matched to the sub-

The quantitative comparison between ETB and LDF is strate. This coherent strain can make AE,, negative for
mixed. Starting from the lattice-matched alloys an alloy even when its bulk excess energy AE is positive.
GaAIAs, the AE from LDF calculated by different Of course, the actual values of excess energies are sub-
groups range from 7.5 to 35 meV for the three structures strate specific. However, an overall assessment can be
considered, as compared to nearly zero calculated from made when the substrate is also an alloy by choosing the
ETB. Similar differences between LDF and ETB also substrate lattice constant to be the average value
occur in another lattice-matched system, HgCdTe2 .
Since the strain energy is nearly zero in these systems, the a, =& = (aAC +aBC )/2
10-meV or so difference between the present calculation
and the majority of the LDA results represents the The major difference between AEep and AE then comes
discrepancy in the estimate of the chemical energy in AE from the strain energies of the constituent compounds
between the two theories. These differences certainly are forced to lattice match the substrate. Since the energies
well within the margins of errors of both ETB and LDF. of the ordered alloys at their equilibrium lattice constants
However, we note the LDA AE values for GaAIAs, in a only differ by a small amount (I or 2 meV) from those
the CA structure are rather consistent except the 35 meV at J, we shall use the alloy energies already calculated in
from Ref. 56. For the lattice-mismatched alloys, ETB Table VI to deduce the epitaxial excess energy.
agrees very well (within 20 meV) with LDF for the III-V The strain energy of either constituent compound
alloys in the CP structure and II-VI alloys in the CH matched to a, =d on the (001) substrate can be estimated
structure. The agreement is also reasonable for all alloys from the following simple formula:
in the CA structure. However, the differences between
the two calculations are more substantial for the III-V al- E,( AC)=(Cii +2C 1 2 -4C1 2 ICI1 )86a,/4 , (14)
loys in the CH structure and 1I-VI alloys in the CP 0where 5,o=(a c-ao )Ai is the percentage lattice-
structure. We note that although the trend wC
AECH < AEcA <tAEcp among the three structures holds parameter difference between the two constituent com-for both ETB and LDF for these lattice-mismatched al- pounds. The strain energies used to calculate the valuesfor othETBandLDFforthes latic-mimathedal- of AEp in Table VII, however, are obtained from ETB,
loys, the AECH values from LDF for the III-V systems E,

are considerably lower than those from ETB, particularly which in fact only produces a small correction (I to 2

the negative values calculated for InAIP, and InAlAs,.
Despite all these quantitative differences, the qualitative
trends of our ETB predictions are rather similar to those -" 1
from LDF by Wei and co-workers•' 7 as shown in Fig. 1. . ....... C-o

The most important conclusion that can be drawn from
Table VI is that these ordered bulk alloys are not the '"-
thermal equilibrium states at the experimental growth 0 _ _ _ _ _ _ _ _

temperatures shown in Table I. For this to happen, the > 60

AE value has to be less than -200 meV' per four atoms, 25

as mentioned earlier. This AE value is far below all the
W .calculated values and is beyond the uncertainties of our

ETB model and the LDF calculations listed above.
While the above excess energies do not support a s

thermally stable ordered bulk alloy at the growth temper- I -. 'I
ature ( 600"C), they may offer different conclusions ....... ..

when applied to the epitaxially grown alloys. The idea .. "1
was first suggested by Flynn 57 in connection with epitaxi- AMP. GoInP, G•a1 aSb GcIPA% HgZnT,, CdZT% GoPA

al growth of ordered metal alloys. If the substrate ma-
terial serves as a reservoir for the epitaxial film, then the FIG. 1. The excess energies of Eq. (1) for the ordered alloys
alloys grown on the substrate have to be in thermal and in three crystal structures calculated from the present TB model
mechanical equilibrium with the substrate. Since most (solid circles) and from LDF in Ref. 6 (open circles).
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meV at most) to Eq. (14). The relative values of IEp ETB model. Despite these discrepancies, a simple con-
among the three structures on the same substrate, say, clusion can also be drawn from Table VII. These num-
(001), should remain the same as those of AE, because bers still cannot account for the ordering observed exper-
these two energies only differ in the reference energy. imentally, because all the calculated AEP, are still well
For example, the relation above the -200-meV value required for the ordering at

the growth temperatures. 25
AEep (CH) < AE,p (CA) < AEep(CP) In the above consideration, the constituent compounds

still holds for alloys composed of lattice-mismatched con- are constrained to match the lateral lattice of the sub-

stituent compounds. On the (001) substrate, the 6E strate and are allowed to relax fully in the growth direc-
ýP tion. For a (001) substrate with a lattice constant a, =a,values are essentially all positive in the C P, negative in the c a ratio for e ith a lattic e to be

the CH, and switch between positive and negative values the c/a ratio for either compound is estimated to be
in the CA structure. The CP alloys matched to the (U11)
substrite have very small 1E, with magnitudes smaller c/a = I +• 0 (C,2/C-1 -+0.51 , 15
than 10 meV. The LDF epitaxial energies calculated by
Wei, Ferreira, and Zunger' have the same qualitative where 6o again is the percentage bond-length difference
trends as those from ETB among the three structures. between the two constituent compounds. This c/a relax-
The quantitative differences in AEop between the two cal- ation results in elongation for one compound and shrink-
culations are larger and also more scattered than those in age for the other along the growth direction. If the lat-
AE. This is peculiar, because the difference between AE tice constants of two constituent crystals have a substan-
and AEep in both calculations comes from the strain ener- tial difference, these opposite relaxations will produce
gies of the constituent compounds, which can be reliably strained grain boundaries between the AC and BC crys-
estimated from Eq. (14) and are well prescribed by our tals. The reference state energy E( AC)+E(BC) used in

TABLE VI. The bulk excess energies .1E (in meV per four atoms) from ETB and comparison with the results from local-density-
functional (LDF) theory and the valence-force-field (VFF) model.

CuAu I Chalcopyrite CuPt
Alloys ETB LDF VFF ETB LDF VFF ETB LDF VFF

AIGaP, -2.4 1.5 -2.8 1.0 - 2.6 0.2
AIGaAs, 0.6 10.81 0.3 0.6 11.4h 0.2 0.8 7.5' 0.4

I 1.5' 9.8c
15.1b
13.5 d

35'

AIInP., 69.0 43.0' 74.0 44.0 -21.01 47.3 114.2 97.0' 111.1
AllnAs, 68.8 35.0' 66.6 45.8 - 15.0' 43.7 107.0 97.6

GaPAs 30.0 2 6 .69 23.1 19.4 6.5' 15.0 33.6 37.2' 32.7
GaPSb 260.2 207.0 67.4 135.8 290.8 292.6
Ga.AsSb 113.0 129.22 91.8 69.8 52.0' 59.9 128.0 132.01 130.1

114.8h
115.0'

GalnP., 88.4 115.6' 83.8 57.2 19.0' 54.3 139.4 155.49 124.9
91.01
54.4'

GalnAs, 73.2 60.1' 67.3 48.2 16.5' 43.8 113.0 108.5' 99.5
83.6'
66.71

GalnSb, 57.4 51.5 37.4 33.2 85.58 76.2

ZnCdTe., 34.3 54.29 33.7 22.4 19.2' 21.1 65.3 103.59 J6.0
ZnHgTe2  29.7 42.5' 32.1 21.0 11.49 19.9 54.9 103.3' 53.5
CdHgTe, -2.3 12.1' 0.61 -2.7 11.39 0.4 -2.7 9.8' 1.1

'Reference 28. 'Reference 6.
'Reference 31. hReference 30.
'Reference 27. 'Reference 32.
dReference 55. 'Reference 29.
'Reference 56. kReference 54.

'Reference 53. 'Reference 74.
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TABLE VII. The excess energy AEP (in meV per four atoms) for epitaxial alloys calculated from the present TB model and com-
parison with the LDF results.

Structure CuAu I Chalcopyrite CuPt
substrate (100) (100) 111) (100) (100)
(Alloy) TB LDF TB LDF TB TB LDF

AlGaP: -2.9 -3.1 0.5 -3.0
AIGaAs, 0.8 0.7 0.4 0.2

AllnP2  -11.5 -36.0- -36.3 -0.2 33.8 -18.O"
AlInAs, -4.6 -27.8 -7.4 33.6

GaPAs 5.3 4.1a -5.3 -213 0.2 8.9 0.51
GaPSb 40.5 -52.2 7.8 71.1
GaAsSb 15.5 35.0" -27.6 - 28" -5.6 30.5 52.Ob

17.0# - 45.8' 11.5'
48.0-

GalnP, -3.3 - 3.0 - 34.5 - 106' -9.4 41.6 3.4'

12.8c
GalnAs, 0.4 - 9.7a -25.4 -9.6 39.5 4. V

10.5d
6.7 d
8.4 d

29.6'
GalnSb, 1.4 - 18.5 -5.0 29.9

ZnCdTe. -5.6 - 5.4' -17.5 -57.2' 6.6 25.5 0.2a

ZnHgTe2  -5.9 - 13.5' -14.7 - 64.2a 3.0 19.3 0.9'

CdHgTe2  -2.4 -2.8 -3.0 -2.9

'Reference 6.
'Reference 27.
'Reference 28.
'Reference 29.

the calculation of AEep in Table VII assumed that the B. Bond lengths
decomposed AC and BC phases are macroscopic crystals. In addition to the excess energies, our calculations also
The domain-wall energy contributions were neglected be- produce detailed information about the equilibrium
cause there are few boundaries. However, a realistic path structures of the alloys. Table IX lists the c/a ratio and
between the completely separated and fully relaxed AC
and BC domains is likely to pass through a sequence of TABLE VIII. The excess energy AEp (in meV per four
intermediate states, including the stage of forming micro- atoms) for epitaxial alloys without (c/a(-ratio relaxation.
scopic AC and BC clusters which serve as nucleation
centers. As an approximation to this phase space im- CuAu I Chalcopyrite CuPt
mediately adjacent to the ordered ABC 2 alloy, we have A1GaP, -3.1 -3.4 -3.3
estimated the metastable nucleation energy barrier by as- AIGaAs, 0.7 0.6AI~a~2 0. 0.60.2
suming that the microscopic AC and BC clusters are lat-
tice matched to the ABC 2 alloy and their energetics can AlInP, - 192.5 -217.4 - 147.3

be estimated from the bulk crystals under the same con- AlInAs2 -149.0 -172.2 -110.8
straint. Because the c/a ratios for the ordered alloy are
nearly unity (see Table VIII), this epitaxial energy against Ga2PAs -37.5 -48.1 -33.9
nucleation of AC and BC clusters is equivalent to using a Ga2PSb -354.4 -447.1 -323.8
reference energy E(AC)+E(BC) which disallows the Ga2AsSb -162.2 -205.2 -147.1
c/a relaxation. Consequently, this epitaxial excess ener-
gy for the alloy, referred to as AEn (the hard model), is GalnP2  -200.4 -231.6 -- 149.5
lowered further as shown in Table VIII. Note that the GaInAs2  -- 149.8 -- 174.8 -- 109.9
values for a number of alloys have already attained mag- GaInSb2  -113.9 -133.8 -85.3
nitudes that could account for the stability of the ob-
served LRO of lattice-mismatched alloys. However, de- ZnCdTe2  -131.6 -143.5 - 100.5
tails of the mechanism that causes the LRO to preferen- ZnHgTe2  -150.3 -159.1 -125.1

tially form in the first place must still be determined. CdHgTe, -2.8 -3.2 -3.2
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the first-neighbor bond lengths for all the alloys studied. constituent crystals are in the order d°C > d~. The
These results are particularly useful if experiments such bond lengths in the CA and CH structures are in general
as EXAFS are carried out to measure the local structures bimodal, with d AC > dBc. This result is similar to that
of these LRO alloys. As mentioned earlier, the c/a ratios found in the disordered bulk alloys. There are four
are nearly unity for all alloys. The notations used in the different bond lengths in the CP structure: dr, dSc,
table are such that the equilibrium bond lengths of the dT, and d sc, where superscripts T and S mean the triple

TABLE IX. The equilibrium bond lengths dAc and dsc and the equilibrium average lattice con-
stants a (all in A). In CP structure, the first values dAc and dBc are for those bonds along the (111)
direction, and the second values are for those in the other three directions.

ABC, c/a a dAc d8c

AlGaAs, CA 1.000 5.658 2.450 2.449
CH 1.000 5.656 2.450 2.449
CP 0.998 5.660 2.451 2.449 2.444 2.451

AIGaP, CA 1.000 5.457 2.365 2.362
CH 1.000 5.459 2.366 2.361
CP 0.998 5.461 2.371 2.362 2.354 2.366

InGaSb, CA 1.009 6.272 2.781 2.669
CH 0.995 6.298 2.788 2.660
CP 1.001 6.295 2.788 2.762 2.650 2.699

InAlAs, CA 1.013 5.831 2.597 2.479
CH 0.992 5.870 2.604 2.469
CP 1.001 5.861 2.599 2.578 2.456 2.512

lnGaAs, CA 1.012 5.834 2.597 2.478
CH 0.993 5.866 2.605 2.468
CP 1.002 5.859 2.602 2.577 2.457 2.510

InAIP. CA 1.007 5.658 2.520 2.395
CH 0.996 5.674 2.527 2.384
CP 1.001 5.677 2.516 2.504 2.381 2.425

InGaP., CA 1.013 5.640 2.518 2.390
CH 0.993 5.672 2.526 2.379
CP 1.003 5.665 2.520 2.499 2.368 2.425

AsPGa. CA 1.001 5.549 2.430 2.379
CH 0.999 5.552 2.437 2.371
CP 0.998 5.556 2.450 2.422 2.354 2.390

SbAsGa, CA 1.003 5.880 2.601 2.499
CH 0.998 5.884 2.613 2.482
CP 0.995 5.905 2.637 2.585 2.439 2.531

SbPGa, CA 1.008 5.776 2.586 2.435
CH 0.994 5.787 2.603 2.407
CP 0.993 5.822 2.635 2.567 2.344 2.486

CdHgTe, CA 1.000 6.471 2.805 2.799
CH 1.000 6.471 2.806 2.798
CP 0.999 6.473 2.817 2.798 2.788 2.805

HgZnTe2  CA 1.010 6.256 2.783 2.656
CH 0.995 6.286 2.787 2.650
CP 1.003 6.277 2.771 2.770 2.659 2.679

CdZnTe, CA 1.016 6.252 2.790 2.657
CH 0.991 6.302 2.795 2.650
CP 1.007 6.275 2.787 2.771 2.647 2.685
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TABLE X. I he ratios 1_ -d+,, -d/d,/ - dJ for the ordered alloys calculated from the present TB
model and comparison w.ith experimental results for the disordered alloys.

CA CH Disordered alloys
ETB ETB Experiments

.4BC1 7f 41 4C 8c 4 iw-

lnGaSb. 0.71 0.64 0.80 0.76 0.89, 0.88'
InGaAs: 0.71 0.66 0.80 0.78 0.77' 0.80,
InGaP, 0.74 0.67 0.83 0.79 0.80, 0.76'
AsPGa. 0.59 0.57 0.75 0.75 0.76' 0.75'
HgZnTe: 0.81 0.76 0 86 0.84 0.72* 0.73b

'Reference 58.
'Reference 2.

and single bonds, respectively. However, the alloy lattice This result, when correlated with the lower excess energy,
constants a are quite close to the mean value J of the con- may suggest that the disordered alloys tend to favor a lo-
stituent compounds. A more sensitive measure of the bi- cal configuration of the CH structure. However, the cal-
modal distribution, following Boyce and Mikkelsen, I is to culated "y values for GalnSb, and HgZnTe, do not corre-
look at the ratio 7,Ac=(dc-d)/(dc-d) with dbeing late well with the experimental results. As a matter of
the average bond length, and similarly, 7'Bc. Table X fact, the trend as a function of the f3/A ratio in the exper-
compares these ratios for the CA and CH structures with imental results is reversed. It would be interesting to see
the experimental values for the disordered bulk alloys, if these two ordered alloys do have different bond lengths
Note that a value of 1, = I corresponds to the totally re- from the disordered states. While the values of "y in this
laxed case where there is no bond stretching, whereas table range from 0.6 to 0.9 for the lattice-mismatched al-
y=0 corresponds to a rigid virtual crystal where all the loys, this trend does not hold for the lattice-matched al-
atoms are on the zinc-blende crystal sites. In terms of the loys. For example, Table IX shows that for Hg-Te and
valence-force model, this ratio is roughly y'=a/(a+22), Cd-Te bond lengths in HgCdTe,, both CH and CA
where a and fl [see Eq. (13)] are the average values for the structures nearly retain their respective constituent crys-
bond-stretching and angular-restoring-force constants of tal values (i.e., ", =' 1), which was also seen in a recent ex-
the two constituent compunds. The calculated 1, ratios in periment on the bulk alloy. 59 Finally, the bond lengths
Table X follow this trend (see the a and /3 values in Table for the CP structure are characteristically different from
I1). However, the values of 1, show that CH structures those in CA and CH structures The single bonds along
are more relaxed than the CA structures. This result is the ordering direction [111] tend to be close to the con-
consistent with the lower AE values in CH than in CA stituent values while the triple bonds in the other direc-
shown in Table VI. The ETB values of 1, for GalnAs, tions have less relaxations (with y' values around 0.5 or
GaInP,, and Ga,AsP in the CH structure are very close less).
to the experimental values2-'8 for the disordered alloys.

TABLE XI. Bulk moduli (in 10' dyn/cm2- of ordered alloys in three crystal structures calculated from the present TB model and
the percentage deviations AB --(B -Ba, )/1B, from the average values B., of the constituent compounds.

ABCH ABcA
BcH BCA B B%) (%B

AIGaP2  8.858 8.858 8.854 8.8715 -0.150 -0.15 -0.201
AIGaAs, 7.695 7.693 7.689 7.7085 -0.181 -0.20 -0.257

AilnP, 7.876 7.860 7.774 7.9235 -0.605 -0.08 - 1.882
AllnAs, 6.705 6.691 6.661 6.7605 -0.828 - 1.03 - 1.475

Ga 2PAs 8.328 8.291 8.294 8.4165 - 1.046 - 1.50 - 1.457
GaPSb 6.584 6.297 6.188 7.4675 - 11.836 -15.68 - 17.135
GaAsSb 6.314 6.198 6.157 6.7410 -6.342 -8.05 -8.662

GaInP 2  8.007 8.035 8.878 8.1950 - 1.437 -1.95 -3.865
GalnAs, 6.610 6.579 6.508 6.7420 - 1.961 -2.42 -3.474
GalnSb, 5.226 5.202 5.156 5.3115 - 1.607 -2.07 -2.923

ZnCdTe2 4.6105 4.6035 4.3375 4.6500 -0.85 -1.00 -6.72
ZnHgTe, 4.8898 4.8872 4.6323 4.9245 -0.71 -0.76 -5.93
CdHgTe, 4.4697 4.4721 4.4706 4.4845 -0.33 -0.28 -0.31
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C. Bulk moduli deserves a more detailed investigation.
Even if AEH turns out to be a possible mechanism,

Table XI lists the results for the bulk moduli calculated based on the tonsid utions p ossible mechanism,

fromETB Alo litedarethe ctcntae deiatons base ontheconsiderations presented in this paper we
from ETB. Also listed are the percentage deviations are still left without an explanation for the ordering in
from the mean AB/B. Note that all AB values are nega- the lattice-matched alloys such as GaAIAs-. We do not
tive. The magnitudes of AB are small except for believe that any refined bulk calculation will produce an
Ga,AsSb and GaPSb which have large differences in

excess energy with large enough magnitude to account
both B and d between the constituent compounds. Al- for the observed ordering in GaAIAs. On the other
though the magnitudes of AB get larger for systems with hand, epitaxial growth is very surface sensiti'e. Because
larger differences in the bond lengths, the dependence of changes in the bonding character at surfaces, e.g, dan-
does not seem to be a simple function of the bond-length gling bond, charge transfer, and reconstruction, the sur-
difference. The uniformly negative AB values were also face structural energies behave quite differently from
obtained from LDF by Ferreira et aleY.( for the GaAsSb those in the bulk, and do not extrapolate from the bulk,
alloys. One reason for the negative values of AB, in a energies. 72 New mechanisms for spontaneous ordering
very qualitative argument, is due to the fact that the bulk may emerge from surface energetic considerations. Some
moduli of semiconductors scales inversely as high powers hopeful thoughts73 along this line have already been sug-
of the lattice constant,"I and at the same time, the alloy gested.
lattice constant is approximated 1 elI ',y the mean
value-the Vegard law. This qualitatie behavior also ACKNOWLEDGMENTS
comes out of a simple VFF analysis for disordered al- The work was suppo-ted in part by Office of Naval
loys. 62  Research Contract No. N00014-88-C0096 and Air Force

Office of Scientific Research Contract No. F4920-88-K-
V. SUMMARY AND CONCLUSION 0009. The calculation was done by using the Alabama

Supercomputer Network. The authors thank Dr. Alex
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standing the mechanism of ordering for the semiconduc- APPENDIX: EXCESS ENERGY AND ORDERING
tor alloys grown by MBE and MOCVD. We have ap-
plied an empirical tight-binding (ETB) model to sys- The excess energies AE, AEeP, and AEH considered in
tematically interpolate the alloy total energies from those the text for the ordered alloys have to be considered
of the constituent compounds. Since the strain energy along with the free energies of other possible phases in-
makes a dominant contribution to the excess energy AE, cluding the disordered alloy in order to determine if the
particular attention has been given the elastic properties, ordered phase is stable at a given temperature. A
in addition to the lattice constants and cohesive energies. schematic mixing free-energy curve AF for a disordered
Our calculated bulk excess energies AE are positive for pseudobinary alloy A I -BC as a function of alloy com-
all alloys composed of lattice-mismatched compounds, position x at several different temperatures is shown in
and nearly zero for the lattice-matched systems. Based Fig. 2. Figure 2(a) is for the case AE > 0, and Fig. 2(b) for
on the,,e results, we conclude that all the ordered semi- AE < 0. (These curves are similar to Fig. I in Ref. 57.1 if
conductor alloys found experimentally are not in their AE>3, then the stable phase is either the segregated
thermodynamic stable states at the experimental growth phase or a uniform disordered solution depending on
temperatures. The same conclusion can also be drawn whether the temperature T is lower or greater than the
from the most recent LDF calculations 20° 2 7 -32.53 -56 list_
ed in Table VI. We note that several earlier theories63 -66
that concluded a stable ordering for these alloys have all (a) AES 0 (b) AE < 0
been revised - (see also comments in Ref. 71).

Our calculation also generates detailed information 0- __ --
about the structures and bulk moduli of these alloys. 0 ...... .......
These results should be checked experimentally. T-0

To further explore the stability of these alloys, we ex-
amined the energetics for spontaneous ordering when the
grown materials are constrained to match a substrate lat- A -
tice. Two kinds of epitaxial energies are calculated: One, UAE-

denoted AE.p, corresponds to the situation in which the 0 -------- - -

constituent compounds are allowed to relax fully along T ) ' T ,
the growth direction; and the other, the hard-model
AE , does not allow c/a relaxation. Although the sign 0.5 1 0 0.5

of AEep can be negative, the magnitudes are too small to AC X BC AC x BC
account for the observed spontaneous ordering. Howev-
er, the sign and magnitudes of LAE1 for a number of FIG. 2. Schematic plots of the mixing free energy of a disor-
lattice-mismatched alloys are found to be comparable to dered alloy as function of alloy composition x (dotted lines) for
the energies needed for ordering at the growth tempera- (a) AE>0 and (b) AE<0. The dashed line represented AE for
tures. Whether or not this is a plausible mechanism an ordered alloy ABC 2.
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critical temperature T,,, for ph-se segregation or forming Finally. consider the implication of different excess en-

miscibility gaps. However, if AE<0, then the ordered ergies tc )rdering. Let us take Ga-,AsSb in the chalcop)-

phase is stable at a temperature T loger than the critical rite structure as an example, for which the three excess

temperature T, for the order-disorder transition, energies are 70, - 28, and - 205 meV for AE, AEp , and

A crude estimate of the magnitude of AE in Fig. 2(b) AEH, respectively see Tables VI, VII, and VIII from the

required for ordering at a given temperature T can be TB calculation. The positive value of AE corresponds to

made by assuming that the disordered phase is a random the case of Fig. 21a), which shows tha;t the ordered bulk

alloy. Then in the present units of energy (for an ABC, phase is not stable at any temperature. Although the

molecule), the magnitude of the order-ng energy defined negative value NE,., = - 28 meV corresponds to the case

a AE = AE - AED must be greater than 2kT ln2, III Fig. 2(b), the corresponding critical temperature T is

where AED is the mixing energy for the disordered phase verx low. This implies a simple constraint that the lateral

for the case at x = and T=0, also shown in Fig. 2(b). lattice constants of the grown material matched to the

At a typical epitaxial grogh temperature of 600'C (see substrate lattice are not enough to produ,.e a metastable

Table U, the minimum ordering energy is estimated to be ordered alloy at the experimental growth temperature ot

AEO. 100 meV. Taking AE.=AE/2, one finds a critical 6000 C. However, the significant negative value of

value of AE -200 meV. However, if a strict pair- AE = -205 meV, resulting from a further constraint in
potential nearest-neighbor model is used, AED ='A for which the c axis relaxation is not allowed, may raise the

both the CuAu I and chalcopyrite structures and the re- T, in Fig. 2(b) into the range of the growth temperature

quired AE value becomes - 400 meV in this estimate. and make the metastable ordered pi ase a possibility.
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ABSTRACT

Native point defects play an important role in HgCdTe. Here we discuss some of the
relevant mass action equations, and use recently calculated defect formation energies to
discuss relative defect concentrations. In agreement with experiment, the Hg vacancy is
found to be the dominant native defect to accommodate excess tellurium. Preliminary
estimates find the Hg antisite and the Hg interstitial to be of comparable densities. Our
calculated defect formation energies are also consistent with measured diffusion activation
energies, assuming the interstitial and vacancy migration energies are small.

INTRODUCTION

Sophisticated infrared devices axe currently made from HgCdTe. While the material
has entered a manufacturing phase, there remain many unanswered questions about its
nature. Native point defects appear to play a far more important role in the proper-
ties of HgCdTe than they do in other technologically important semiconductor materials.
The formation energies of these defects and their associated localized states in the band
gap are still not completely characterized. Similarly, the characterization of impurities in
HgCdTe is far from complete. Beyond point defects it is well known that a number of ex-
tended defects are important. The best studied are tellurium inclusions and dislocations
which form at heterojunctions and at HgCdTe-substrate interfaces. As grown material is
tellurium-rich, the excess Te is accommodated in the form of Hg vacancies and tellurium
inclusions. As such, post growth anneals in a Hg vapor overpressure are typically per-
formed to reduce the Hg vacancies prior to other device processing; this converts high
purity undoped material from p-type to n-type. The donor causing the n-type doping has
not been identified, although it is believed to be a residual impurity, rather than a native
defect.

One of the more perplexing properties of HgCdTe stems from the fact that it is an
alloy. Until a few years ago it was thought that all tetrahedrally coordinated zincblende
semiconductor alloys of the form A,_ BxC were random, with the C atoms occupying
one fcc sublattice and the A and B atoms sharing the other sublattice at random. This
has now been demonstrated to be incorrect in many semiconductor alloys. The nature
of the correlations can be characterized by counting the populations of those clusters
consisting of a centered C atom and its four surrounding A or B atoms. There are five
types of clusters of the form A4 _nBnC with n=0, 1, 2, 3, or 4. If the alloy is random
the cluster occupation probabilities, P., form the binomial distribution, i.e. Pn,rsadod =
(4)(1 _ X)4-nxn. In correlated material, deviations from this distribution are found. For

example, if at x=0.25 the material tends towards a regular compound, then P, is increased
while the other cluster occupation probabilities are reduced relative to Pn,random- If the
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material tends towards spinodal decomposition, then p0 and P4 are enhanced in separate
regions of space, and the other cluster occupation probablilities are reduced- In most
semiconductor alloys, the major forces for correlations are strain energies resulting from
bond length differences between the AC and BC constituents. Thus theory predicts
that HgCdTe will be nearly random because HgTe and CdTe are nearly lattice matched.
Calculations that include chemical energies and charge shifts, in addition to the strain
P"•ergies, have also predicted HgCdTe 'o be a nearly random alloy. Yet several recent
experiments on alloys with x=0.20-0-25 have suggested that HgCdTe is correlated, with
Pn > Pnrandom for n=0 and 1, and p, < Pnrandom for n=2, 3, and 4. If this is the
case it may have important consequences on diffusion and transport properties. The
consequences of ,uch correlations on the defect populations are discussed further below.

NATIVE DEFECTS

The doubly ionized cation vacancy is believed to be the dominant native defect in
HgCdTe, that dictates the electrical behavior of the undoped material [1, 2]. We have
recently reported the results of calculations of native and impurity defect total energies in
HgTe, CdTe and ZnTe [3]. The energies for the formation of various native point defects
in HgTe are summarized in Table I; the HgTe solid and the Hg in the vapor are used as
references [4]. These calculations used the linearized muffin tin orbital (LMTO) method
within the local density approximation (LDA) to the exchange correlation energy. Large
supercells containing one defect per cell were repeated periodically, and from the differ-
ence in total energies per cell, with and without the defect, the defect formation energy
was calculated fo expedite the calculations, the energies were calculated within atomic
spheres approximation (ASA) with a small (spd) basis set. In the ASA, an approximation
to the exact density functional is evaluated: as a result, an error is introduced which
is larger than in other LDA methods [5], and relaxation energies cannot be accurately
calculated. Thus only those differences in energies here that are > 0.5 eV here should be
viewed as significant for these calculations.

An appropriate set of mass action constants for the neutral defect reactions is also
gAven in Table 1. The notation in that table is as follows. AB corresponds to an A
species occupying a B site, where I corresponds to an interstitial, and V to a vacancy. No
subscript on a species indicates it is occupying the correct lattice site, e.g., Hg = Hgflg.
Square brackets, [ ], refer to concentrations. A subscript "g" indicate the species in the
gaseous, or vapor, phase and PHg is the Hg vapor pressure. Most of the reactions in
Table I involve the creation or destruction of one or more unit cells. Because the resulting
change in volume is accommodated at the surface, the change in the number of unit cells
will enter into the determination of the defect equilibrium through the surface entropy.
Additionally, surface preparation and orientation will affect the surface free energy. We
have assumed for the present that such surface effects are neglible, i.e., that the volume
expansions and contractions can occur with negligible changes in the surface properties.

To correctly complete the defect equilibrium determination one must include the equi-
libration of the electronic charges of the system. To do so, on- must have knowledge of
the dominant charge states of the defects, and their activation energies with respect to
the neutral defect. Such calculations are complicated by the fact that most ab iwitio
calculations of the electronic band structure of semiconductors predict an incorrect band
gap, EG, a shortcoming of the local density approximation (LDA.) As such, we shall focus
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Table 1. Defect reactions and formation energies

Defect reaction Defect concentration Energy
(eV)

-H Ko exp(-kL ) 2.24'EV + HgTe -- V gTe + Hg g [TVe55  P-- PE4

K0  
x(--• 45

Fq_,re. + 2HgTe -- TeHgTe + 2Hgg [TeHg] p- K"l Texp 45

EI, + HgTe - Tei + Hgg [Tei] = P tl KTe, exp(- -r.) 4.96

EVT. + HgS -. HgVT, [V. P5  KvE[VT] = Pug KO . exp(Ij;A) 3.12""

EHgTo + 2Hg& -. HgHgTe [HgTj] = P25 KOAfr. e p(E, -0.42

EHgj + Hgg - HgI [Hgl] = PHg KO exp(-E-H) 0.84, 0.98
Eas1+ g g ~igl H915 Hg,

* Experimental number from Vydyanath [1, 2].
"Calculated using tight binding Hamiltonian[61.

on the neutral native defects here, and the established or expected charge states of these
defects. In wide band gap materials the defects equilibration can be substantially affected
by the Fermi level; for example the formation energy of a donor will decrease when the

Fermi energy is near the valence band edge, since the donor electron can drop into a
vacant state near the valence band, thereby lowering the energy by - EG. Because we are
discussing HgCdTe with a narrow band gap, we expect the Fermi effects to be small, but
not insignificant at high temperatures. Because of the small conduction band effective
mass, though, in n-type material the filling of the conduction band states by electrons
can shift the Fermi energy significantly; combined with the increase in the band gap for
the high temperatures at which most defect studies are done, the effective band gap can
be significantly larger than the usual 77 K bandgap associated with a given concentration
of HgCdTe.

First we consider the defects which accommodate excess tellurium, the first three

defects in Table I. The mass action constants are given by a product of the form
.AE

Ki = Ke (1)

where AEi is the change in the enthalpy for the ith reaction. For the first three equations,
the K0 are given by

KO3tl = Co(kT)4(2TrmHg)fh-3exp(-k----) (2)

e= Co(kT)5(21rmHg) 3 h-exp(----T ), (3)

and

KO = Co(kT)I(2rmlj,)ih-3exp(-.---L) (4)
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Here T is the temperature in Kelvin, k is Boltzmann's constant, meg is the mass of the
mercury vapor atoms, h is Planck's constant, ASi is the change in vibrational entropy
upon formation of the defect, and Co converts from site fraction to volume concentrations.
Because two unit cells of HgTe are destroyed when a tellurium antisite is created, compared
to one unit cell when a mercury vacancy is created, we do not expect that exp((,1STem, -

ASV )/kT) - 1. While we have not completed the evaluation of these entropy terms,

our preliminary estimates indicate this ratio is _ 10-4. For the tellurium interstitial and
the mercury vacancy we expect that xp((AST, - ASN, )/kT) - 1 will be correct within
a factor of 10. Evaluating the numerical constants, we And

[TeH5  ()V IH 0-10 (5)

and

[Te,] _~ -18(8

for T=500 C and PHg = I atm. The conclusion from Equations 5 and 6 that the mercury
vacancy is the dominant native defect is consistent with experimental observation. This
conclusion is unchanged if we include the possibility that the species may be ionized at
the equilibration temperature where the material is expected to be intrinsic. Although
the tellurium antisite density decreases more rapidly with decreasing Hg pressure than
does the mercury vacancy density, the point at which the concentrations are comparable
is at less than PH_ - 10-10 atm, and certainly the HgTe phase boundary is reached before
such low Hg pressures can be achieved. This is also consistent with the fact that no p-
to-n conversion is observed for low mercury pressures, as would be expected if tellurium
antisites became the majority native defect. Because the pressure dependences of the
tellurium interstitial and the mercury vacancy concentrations are the same, the above
conclusion will hold independent of the mercury pressure.

We have checked the sensitivity of the calculated concentration ratios to the magnitude
of the reaction enthalpy. Because the enthalpies enter in the exponents, small changes
in the enthalpies will result in large changes in the predicted defect concentrations. For
example, let us assume that our calculated antisite formation enthalpy is in error by 0.5
eV; in this case the ratio of antisite to vacancy concentrations (at 500 C) will be reduced
to - I 10- 11. For an antisite formation enthalpy in error by 1.0 eV, this ratio is reduced
to - 1 10-1. We do not expect the ASA errors to exceed 0.5 eV [5].

If the HgCdTe is not completely annealed, and tellurium precipitates are still present,
the defect equilibrium will not be that predicted by the mass action equations given in
Table I. For example, near the inclusions we can assume that the defects will be nearly
in equilibrium with the tellurium solid; thus

E'Vns + Te, - VH•Te (7)

and

E'Te- +2Te TeH.Te (8)

will be the appropriate reactions. The formation energies for a tellurium antisite and a
Hg vacancy from the tellurium solid are 1.63 eV and 1.15 eV, respectively. Although the
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difference in the formation energies isless than when both defects are referenced to the
mercury vapor (_ 0.5 eV compared to - 2 eV), the gas phase entropy factor does not
enter into the ratio of the defect concentrations. Using the same estimate of the entropy
ratio, the defect concentration ratio using tellurium solid as the reference state is

[ T e 1 0 - 8 ( 9 )

Thus, near the inclusions we expect higher relative concentration of tellurium antisites,
as compared to the rest of the material equilibrated with the Hg vapor. Additionally, the
absolute defect concentrations may differ substantially in the two regions of the material.
A better calculation of the vibrational entropy is needed before we can predict these abso-
lute defect concentrations. Differences in the defect concentrations arising from different
equilibration condition are a possible source of spatial variability of the HgCdTe material.
If the material is not fully annealed to equilibrium, for example because of an abundance
of tellurium precipitates, this history may affect subsequent processing.

In the above we have discussed the defect energies for HgTe and applied them directly
to the small x, Hg 1_xCdxTe system. Because we are dealing with the native defects of an
alloy we expect a number of complexities to affect the above analysis. First the variation
of the defect formation energies for vacancies is sensitive to the alloy environment, in
particular for the vacancies of the nonsubstituted species, such as tellurium in HgCdTe
[6]. Even for vacancies of the substituted species, we have found the formation energies
may vary by several tenths of an electron volt. Because of this variation in the formation
energy, the fraction of defective sites will vary by as much as a factor of 100 from one
class of sites to the next. Consider various classes of Hg sites in ideal HgCdTe, which
can be distinguished to first order by specifying the number of Hg and Cd atoms in the
second neighbor shell (the four first neighbors are always tellurium), Hgl2.jCdj, with a
concentration given by [i]. The total vacancy concentration is given by

j=! H T (10)
1=.

where Ej is the vacancy formation energy for the jth cluster. The populations of vacancies
in each class of cluster, j, can be expected to differ because of differences in the cluster
populations, [j], and the formatwon energies, Ej. Additionally, the defect energy levels
may differ in the various classes of sites, possibly leading to different ionization states for
vacancies in different classes of sites. If the cations in the alloy are randomly arranged,
such differences may be difficult to infer experimentally. If, on the other hand, the cations
are correlated, exhibiting short range order, more complex behavior may be present.
Such short range order has been demonstrated using Raman scattering (7, 8], infrared
reflectivity [9], and nuclear magnetic resonance [10]. In these cases, the contribution
to the vacancy densities from the dominant class of clusters will be increased. Because
the studies finding short range order focus on the tellurium centered 5-atom clusters
of the form Hg4_.Cdn rather than on cation centered clusters of the form Hgl2_.Cd.,
higher level 5-atom cluster-cluster correlations must be known to predict the effects on
the vacancy populations.

Next we examine the defects which accommodate excess Hg in the solid. The existence
region for HgCdTe is always tellurium rich and thus the native defects which accommodate
excess tellurium are expected to dominate. For these equations in Table I, K? is given by
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SASHKO Co(kT)- (21rmH )-3h6exp(M-1 j-X ) (12)

and

S" 3 ASH
K0, - Co(kT)-1(2rmHg)-1h3exp(--- ) (13)

If we assume the change in entropy is comparable for all three defects, we find

Hge 10+14 (14)
[V-TeI

and

[H 10+14 (15)

for T=500 C and PHg " 1 atm. From Equations (14) and (15) we see that the tellurium
vacancy, [VT.), is a minority defect species. For the pressure and temperature considered,
the density of Hg antisites is predicted to be comparable to the density of Hg interstitials.
Because the ratio of (Hg-e] to [HgjI is nearly unity, any errors in the calculation of the
activation energy could push the balance toward one side or the other. Thus we must
depend on the next generation of calculations, with the ASA removed and full relaxation
included plus a quantitative comparison of the entropy differences between the mercury
antisite and the tellurium interstitial, to determine the dominant defect in this class.

As mentioned above, we have shown that the tellurium vacancy formation energy
varies significantly with the alloy environment. Because the tellurium vacancy is not
expected to be a dominant defect in HgCdTe, and the tellurium diffuses by an interstitial
mechanism, we do not expect any measurable manifestation of this variation. On the
other hand, the Hg antisite may be the dominant Hg-excess defect, and its formation
energy may vary significantly with the alloy environment. We are currently calculating
the magnitude of this variation.

DIFFUSION

HgCdTe exhibits a complex tracer diffusion profile, with both a fast and a slow branch.
The fast branch is attributed to a vacancy and interstitial diffusion in parallel mechanism
where the dominant diffuser is determined by the pressure and temperature, while the
slow component fits a vacancy and interstitial in series mechanism (11]. The activation
energies for the fast branch are 2.10 eV and 0.61 eV for the vacancy and interstitial
mechanisms, respectively. Our calculated formation energy for the mercury interstitials
are 0.89 and 0.98 eV for the anion- and cation-surrounded tetrahedral interstitial sites,
respectively, and the experimental formation energy for the mercury vacancy is 2.24 eV.
Comparing these energies to the experimental activation energies we find close agreement,
indicating that the migration energy contribution to the diffusion activation energies are
small for both interstitials and vacancies.
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In a recent experiment on mercury diffusion in ion-implantation damaged HgCdTe,
an activation energy of several tenths of an electron volt was measured [12]. The dis-
parate result can be interpreted as a measure of only the defect migration contribution
to the diffusion activation energy, since defects in excess of the equilibrium concentration
were likely formed during implantation. It is not evident that the measured activation
energy corresponds to the vacancy or the interstitial mechanism. The conclusion that
the diffusion activation energies are largely defect formation energies, with the migration
energies being much smaller, is in agreement with the above interpretation of the Richter
and Kalish [12] experiment.

CONCLUSIONS

We have incorporated our calculated defect energies into the mass action equations
for the neutral defects in HgCdTe. In agreement with experiment, we find the mercury
vacancy to be the dominant native defect in tellurium rich material. We also find the
mercury antisite and interstitial defect densitities to be comparable, although a better
calculation of the vibrational entropy is needed to confirm this result. Comparing the
defect formation energies to the diffusion measurements by Tang and Stevenson (11],
we find agreement with their diffusion activation energies for both the vacancy and the
interstitial mechanism, if we assume that the migration energy is small. Further work is in
progress to incorporate the defect charge states into the calculation, and also to calculate
the fully relaxed defect energies with the full potential LMTO.

The work was supported by NASA contract NASI-18226, by ONR contract N00014-
88-C0096, and by AFOSR contract F49620-88-K-0009.
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We present results for the surface binding energies for HgTe and CdTe that will serve as input for
molecular beam epitaxy growth models. We have found that the surface binding energies are
surface orientation dependent and are not simply proportional to the number of first-neighbor
bonds being made to the underlying layer. Moreover, because of the possibility of charge transfer
between cation and anion surface states, one may have large differences between the binding
energy for the first and the last atom in a given layer, and these differences will be different for the
narrow-gap, less ionic materials than for the wide-gap, ionic materials. We also find that the
surface states associated with an isolated surface atom or vacancy are extended in materials with
small gaps and small effective masses, and thus call into question the modeling of surface binding
by simple pair interactions.

While considerable advances have been made in recent years Differences in the E0 and E, can be attributed, in part, to
in molecular beam epitaxy (MBE) growth of HgCdTe, charge transfer effects on the surface.`' Briefly, because the
modeling of the growth process is still primitive because of anion surface states lie at lower energies than the cation sur-
the complexity of the process. One important input common face states, surface cations will always transfer charge to sur-
to all growth models is the binding energy of atoms to the face anions, until all the surface anion states are fully occu-
particular growth surfaces. These energies are usually ap- pied. Thus, for example, for cadmium on the (100) surface,
proximated as being equal to the number of first-neighbor differences in the binding energies result because in the di-
bonds made to the surface times the energy per bond in the lute limit the cation added to the surface can transfer charge
bulk. We have shown' that this is in fact a very poor approxi- to the surface anions, thereby lowering the Cd surface bind-
mation. and that the surface binding energies often differ ing energy, while in the concentrated limit, no surface anion
considerably from those estimates, and are sensitive to the states are available into which to transfer charge. In con-
local surface stoichiometry. In this article, several implica- trast, in the concentrated limit electrons must be promoted
tions of these results on the nature of the growth surface of out of the anion surface states (which had been transferred
HgTe and CdTe and their alloys are discussed. there from other cations already present on the surface)

We have calculated' the surface binding energies in two when the cation completing the layer is addc- Both of these
limits. The first is the concentrated limit in which the atom is result in a stronger binding of the cation in the dilute limit, as
added to complete the surface layer, resulting in an ideal seen in Table I. This charge transfer effect will be largest in
surface. The second is the dilute limit in which an isolated ionic semiconductors with large band gap because of the
atom is added to an underlying ideal surface; this limit corre- large difference in anion and cation surface state energies.
sponds to the initiation of a new layer. The surface binding From Table I we note that on both the ( Ill )B and (100)
energies were calculated using a tight-binding Green's func- surfaces mercury is more weakly bound in the dilute limit
tion technique that has been presented elsewhere.2-' Surface than in the concentrated limit. As a consequence, the initia-
binding energies of the constituents in these two limits for tion of a new layer of mercury atoms will be more difficult
HgTe and CdTe were calculated for the ( I I ) B and (100) than the completion of a mercury layer, and thus initiation of
surfaces. Results are summarized in Table I. Also shown for islands in layer-by-layer growth will be disfavored with re-
reference are the experimental bulk energies per bond. spect to the completion of islands. The Te is strongly bound

The results in Table I demonstrate that surface binding to both the ( Il1 )B and (100) surfaces, indicating that the
energies are not proportional to the number of bonds made tellurium-stabilized growth will be preferred.
to the surface. Because no in-plane bonds are made on the For CdTe. we see that the nucleation of a new layer will
( I ll) and (100) growth surfaces, this is evident by the fact not be as troublesome as in HgTe, as indicated by the large
that the binding energies in the dilute (Er,) and concentrated values for E, in Table I, while the completion of the surface
(E, ) limits are not in general equal, as they would be if the will be more difficult. This has an important consequence on
simple proportionality relationship held. Even when the di- the nature of the growing surface. Because E, < E, for Cd in
lute and concentrated energies are equal. as in the case of CdTe, the cations on the surface prefer to nucleate new lay-
tellurium on the HgTe ( I ll) B surface, these energies are ers, as opposed to completing layers. This can be interpreted
not equal to three times the bulk energy per bond. Although as an effective repulsive surface interaction among the Cd
the surface binding energies are not linearly proportional to atoms on the surface. This may have important conse-
the number of bonds being made to the surface, we do find quences on the growth of this and other wide-gap ionic mate-
that averaging over the dilute and concentrated cation and rials such as ZnTe. Because the surface atoms prefer not to
anion binding energies for a particular surface yields the co- sit adjacent to one another, there is the possibility of the
hesive energy per bulk layer, as it should. atoms on the surface forming a superlattice with the surface
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TABLE 1. Surface binding energies for P:,Tc and CdTe (eV. raised, entropy will dominate and the surface will be rough,

(0B 1with smooth islands being replaced by disordered, random])
arranged atoms.

Dilute Concen- Dilute Concen- The lateral extent of the surface states produced by an
trated trated Bulk isolated surface atom or .acancy is found to differ for HgTe

and CdTe. This has been demonstrated using the same tight-HgTe Hg _0ý0 -0,3 -00 - 10 - 082

Te - 28 - 2.8 - 24 - 3.1 binding Hamiltonian in a slab calculation' and in a Green s
CdTe Cd -2.2 - 13 -2.1 -0 1 - 1.10 function calculation. In the slab calculation, surfaces are

Te - 5.2 - 2 1 - 5.0 - 2.b modeled by constructing multiple layers of the semiconduc-
tor and vacuum, where the number of vacuum layers is large
enough to completely decouple the two surfaces and the
number of semiconductor layers is chosen large enough so

vacancies. This phenomenon has been predicted and ob- that the center layer looks bulk like. In the Green's function
served on GaAs, where the same mechanism is responsi- method, a truly semiinfinite surface can be created. Al-
ble.' 5 The nature of this surface superlattice will depend on though the slab method does not mimic a real surface as %%ell
the particular surface, the magnitude of the energy differ- as the Green's function calculation, it permits the calcula-
ences between E, and E,, and the temperature of the grow- tion of the formation energy for a periodic array of defects
ing surface. To examine the in-plane coupling of the vacancies. a regular

Because the surface binding energies are dependent on the array of Hg atoms was removed from the (111 )A HgTe
surface stoichiometry in so far as it controls the states avail- surface, where each surface vacancy created was completely
able for charge transfer, we expect the contributions to sur- surrounded by atoms. This removal energy per atom is ex-
face binding energies to change relatively abruptly at some pected to be equal to - E,, if the wave functions are local-
specific surface coverage. As an example we consider the ized at the removal site. However, we find that the energy
addition of Cd to the (100) surface of CdTe. As discussed required (per atom from a unit cell of four atoms) to remo e
above, when an isolated Cd atom is added to the surface, the a regular array of hIg atoms from the ( I ll) HgTe A surface
binding energy is lowered because of the charge transfer to differs substantially from - E,. When the size of the super-
adjacent Te atoms, while when Cd is added a to nearly com- cell is increased to include nine atoms, the calculated energ.
plete Cd surface, the binding energy does not benefit from (per atom) is larger than the previous one but still smaller
such a charge transfer because there are no empty Te surface than E, . This is because the created surface vacancies are far
states. At 50% surface coverage, the number of Cd and Te from each other and consequently couple less when corn-
surface states will be equal, with the lower-energy Te states pared to the previous case. However, when these calcula-
being completely filled and the higher-lying Cd states being tions were repeated for removal of cations from CdTe and
empty. Now we consider an arbitrary intermediate surface ZnTe surfaces, the removal energies calculated with nine
coverage to determine if the Cd surface binding energy will atoms per unit supercell agreed exactly with E,. It suggests
benefit from a charge transfer to adjacent Te. If the surface that the surface wave function is well extended on HgTe
coverage is below 50%. empty Te states will still be available surfaces, but terminates near the third neighbor on CdTe
for charge transfer, while above 50% coverage, all Te states and ZnTe surfaces. Whenever surface wave functions have a
will be already full. Thus, near 50% we expect the value of large spatial extent, coupling substantially to one another,
the surface binding energies to change rather abruptly, with the removal energies per atom will be affected.
binding energies below 50% coverage being closer to E, and The difference in spatial extent on HgTe and CdTe sur-
binding energies for coverages above 50% being closer to EC. faces can be understood from the complex band structure of
The situation is similar for other polar surfaces. For exam- these materials. The complex band structure is the relation-
pie, for addition of Te to the ( Ill )B surface the changeover ship between real energy and complex states' and connects
between dilute-like and concentrated-like binding energies the real bands through the forbidden gap in the complex
occurs at 75% coverage. This is because the density of sur- wave vector plane. In the region of fundamental gap, the
face states per cation on the surface is three times the density complex bands start from valence and conduction band
of surface states per anion. Thus, when the surface is 75% edges and meet at a branch point in the complex plane. The
anions, the density of cation and anion surface states will be extent of the wave function decreases exponentially with the
equal, and full charge transfer will occur. This is similar to magnitude of the imaginary part k, of this branch point.
the results found by Chadi4 and Tong et al.5 for GaAs. When the hole mass is much larger than electron mass, it can

Because the charge transfer depends on the band gap of be found that k, is directly proportional to conduction band
the material, we expect the behavior in HgCdTe and effective mass and band gap. Consequently, for HgTe in
HgZnTe with band gaps in the infrared to have effective which both band gap and electron mass are very small, the
attractive surface interactions. This is consistent with pre- surface wave functions are well extended. In the case of
liminary calculations using the supercells/slab method.' CdTe and ZnTe, with large gap and large effective mass, the
Thus, at sufficiently low temperatures, although higher than calculated k, is large and wave function is less extended.
temperatures for which surface diffusion is too slow for sur- We conclude by noting several features of the surface
face equilibration, the surfaces will grow via the formation of binding energies that must be incorporated into any MBE
smooth islands of like atoms. As the surface temperature is gro. ii model. First, surface binding energies are surface
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SURFACE ENERGIES AND ORDER-STATE: EFFECTS ON SEMICONDUCTOR GROWTH
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The energies to remove atoms from various surfaces of semiconductors have been calculated using a new
Green's function formalism. By comparing the energy to remove atoms from a nearly completed (con-
centrated) surface, Ec, and from a nearly empty (dilute) one, Ed, we can deduce the surface interaction
energy. We find that Ec and Ed differ significantly even when there are no first-neighbor bonds. Because
an important contribution comes from charge transfer, Ec - Ed is positive (indicating attractive interac-
tions) for pure covalent and narrow gap materials, and may become negative (repulsive surface inter-
actions) for wide-gap ionic materials. For attractive interactions,below a critical temperature, Tc, the
equilibrium surface atoms collect in islands and two-dimensional layer-by-layer growth can occur. Above
Tc, rough three-dimensional growth is the rule. When Ec - Ed is negative, there is also a critical tempera-
ture, T~c, below which the atoms and vacancies arrange into regular arrays. Calculated energies and
temperatures are given for Si, GaAs, CdTe and HgTe on the (111), (111i), (110), and (100) surfaces.

1. INTRODUCTION before the arrival of the next atom, so that a ther-
Properties of semiconductor surfaces during modynamic model can be expected to qualitatively

epitaxial growth are sensitively dependent on the describe the morphology of the growth surface.
nature of the interactions between surface atoms. Statistical models with various degrees of approxi-
When the interaction between the atoms is attrac- mations are frequently used to study the nature of
tive, the surface grows with formation of islands at the surface. 3-5 In this paper, we extend the studies
temperatures below a critical temperature, Tc, to consider the surface arrangement of vacancies in
known as roughness transition temperature. How- a zinc-blende lattice. We obtain the strength of a
ever, when the interaction between the atoms is pair interaction on various ideal semiconductor
repulsive, the surface undergoes an order-disorder surfaces using the tight-binding Green's function
transition. At growth temperatures below the method. 6-7 The pair interaction energies are then
order-disorder transition temperature, Tt, surface used in a thermodynamic model to obtain the
atoms and vacancies arrange themselves in a minimized free en,-!rgy. The qualitative nature of
superlattice pattern that minimizes the number of various surfaces is discussed.
atom-atom pairs. Regardless of the nature of the
interaction, the sites are occupied uniformly at 2. PAIR INTERACTION ENERGIES
growth temperatures well above the corresponding The surface sublimation energies for various
critical temperature. surface orientations are obtained using the Light-

Growth by low-temperature epitaxial methods binding Green's function (GF) method. Because
such as atomic-layer epitaxy (ALE) and molecular- the details of the calculational procedure have been
beam epitaxy (MBE) is believed to take place published elsewhere, 6-8 this discussion will be
under nonequilibrium growth conditions. 1.2 How- brief.
ever, when the surface relaxation rate is much We def'ie surface sublimation energy (SSE) as
larger than the arrival rate, each surface atom will the difference between the total energy of a surface
have enough time to minimize its free energy plus a free atom and that of the surface with the
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atom bonded to it. In this convention, a positive surface dangling bc'-,ds in the concentrated limit
SSE means that atoms will require energy to go interact to form a partially filled band, which low-
from surface to vapor. The calculat'on of SSE pro- ers energy. When a surface atom is removed, the
ceeds in two steps. First, the GF for an ideal atom- removal of an electron from these broadened sur-
ically smooth surface is calculated in terms of bulk face states will in general require more energy than
GF, using Dyson's expansion. The modified GF if the dangling states were isolated, as in the dilute
with an atom added to or removed from the surface case. As seen from Table 1, this c,'nventional
is then calculated in terms of surface GF. The interpretation explains the trends observed in sili-
change in density of states introduced by perturba- con, HgTe, and in GaAs in most cases. However,
tions is used to obtain the electronic energy contri- for other cases, we find that E- is smaller than Ed.
bution to SSE. In order to understand the mechanisms that

The perturbation to the surface that includes the drive some semiconductors to have Ec < Ed, we
removal of an atom, leaving a surface vacancy, is examine the nature of the anion and cation surface
referred to as surface sublimation from a concen- states. As an illustration, we choose the (iii)
trated surface and the corresponding SSE is deno- surface of CdTe where Ec is less than Ed. The
ted as Ec. This removal entails breaking bonds surface density of states for two ideal surfaces, the
with the layer below and in-plane and, sometimes, Cd- and Te-terminated (i ll), are shown in Figure
breaking second-neighbor surface bonds. The 1. For an unreconstructed surface, some of the
perturbation to the surface that involves the re-
moval of an atom and leaves an ideal flat surface _j t

is referred to as sublimation from a dilute surface To terrinated

and the corresponding SSE is denoted as Ed. Here, zI 8.00 !
the removal necessitates breaking bonds with the cc
layer below only.

In this model, it is clear that the effective atom-
atom pair interaction energy, c0, between atoms on -
the surface is simply (Ec - Ed)/ io, where TI0 is the u 4.00

number of near-neighbor surface bonds. A posi-
tive (negative) co implies an attractive (repulsive) 0

)2.00 !
interaction between surface atoms. Calculated

zvalues of Ec and Ed are given in Table I for (I 11), ,-z
(i0i) and (100) surfaces of silicon, GaAs, CdTe 0.00 --4.o -.00 -4.00 0.00
and HgTe. Notice that the (111) surface can -1200 ENERGY(.0 Em

terminate either with triply bonded cations or with
singly bonded anions. The opposite bonding FIGURE 1
arrangement is found in the [ 11 direction. Density of dangling hybrid states of Te (dashed) and

Intuitively, one would expect Ec > Ed. The Cd (solid) for (111) oriented CdTe.. Em is the highest

removal of an atom from the concentrated limit, in occupied level for Cd terminated (111) surface.

addition to breaking interlayer bonds, requires the
breaking of in-plane surface bonds, which are first- surface states normally lie in the fundamental gap.
neighbor bonds for the (110) surface and second- Compounds have both cation- and anion-derived
neighbor bonds for the other surfaces. Even in the hybrid surface states, but the cation-derived states
absence of first-neighbor bonds on the surface, the most often lie higher in energy. The energy
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exception. Owing to an increased ionicity in II-VI the typical growth temperature for these elements
compounds, the energy separation between the and compounds [except for the (Oil) Te-
dangling states is large. As illustrated above, the terminated HgTe surface]. Thus, ALE growth of
effect of the charge transfer is substantial in CdTe these materials is dominated by the formation of
and in most cases causes Ec to be less than Ed. nearly perfect islands.
Although HgTe is a I1-VI compound, the charge When the interaction between surface atoms is
transfer does not occur because it is a semimetal repulsive, as in a Ga-terminated (H1i) GaAs
with no forbidden gap. 6,7  surface and all CdTe surfaces, the free energy of a

From Table 1, we conclude that Si, HgTe, and homogeneous surface always remains negative
most GaAs surfaces will exhibit smooth to rough with one minimum. However, these surface
transitions while most of the CdTe surfaces and the energies may reduce the free energy with ordered
singly bonded, gallium-terminated (111) surface arrangement of atoms and vacancies. The nature
will undergo an order-disorder transition. During of the superlattice arrangements below T7 and the
growth, the actual nature of a surface will be deter- area of different superlattices depend on the growth
mined by the growth temperature with respect to temperature and surface coverage. For example, at
the critical temperature. temperatures well below Tý for a square lattice of

50% coverage, the superlattice pattern will look
3. RESULTS AND DISCUSSION like a checkerboard, where every near-neighbor

In ALE, grown from a free atom vapor phase, site of an atom (vacancy) is occupied by vacancies
only one type of atom species (anion or cation) is (atoms). This type of arrangement can be
present at any given time. The atom-atom pair envisioned for a monolayer growth on (100)
energies calculated in Section 2 can be used in a orientations. T* calculated using Onsagar's result
single-layer growth model to obtain minimized for (100) surfaces and that using an exact value 12

free energy as a function of layer coverage, x. At of 0.35 eo/kB for (11) orientations are given in
temperatures below Tc, the growth will take place Table 2. We see that the calculated temperatures
with the formation of islands, and atomic concen- are well above the typical ALE or MBE growth
tration in those islands will be given by the location temperatures for these compounds [except for the
of multiple minima in the curve of x versus free (111) Ga-terminated GaAs surface]. Hence, the
energy. At temperatures well below Tc, the
minima lie near x = 0 and x = 1. In these cases, TABLE 2. Transition temperatures in Kelvins.
islands on the surface are nearly fully occupied and Parentheses show number of bonds broken with
the remaining area is nearly empty. As the surface layer below.

coverage is increased, the islands grow in size with Re
a fixed vacancy concentration until the layer is Orien- moved Si GaAs CdTe HgTe
fully grown, i.e., two-dimensional, layer-by-layer tation atoms Te K Te K Tc K Tc K
growth. (111) a(1) 3700 2600 500 3500

Because the (100) surface is a square lattice, the e 3900 200 "1400 2400
exact value of Tc = 0.57 SO/kB given by Onsagar3  

- -3900 -

is used, where kB is Boltzmann's constant. For the a(3) 3900 700 2100 0
hexagonal lattice, observed in the (111) orien- c(1) 3700 410 "600 900

•ation, the exact value11 of Tc is 0.91 E0)/kB. The (100) a(2) 3200 2200 4000 1200,
calculated Tc are given in Table 2 for Si, HgTe, [ c(2) 3200 1700 "3300 2200
and most GaAs surfaces. Tc is much larger than *Order-disorder transition temperature
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partly filled growth surface is expected to exhibit and upper-right comer. Accordingly, we see from
superlattice arrangements with atoms and Figure 2 that, while ALE growth of the Hg and Te
vacancies.

In MBE where both species are present, simul-
taneous growth of an anion-cation double layer can
be expected. We extend our model to study the
double-layer growth of semiconductors with zinc-
blende lattice. The intralayer pair interaction ener-
gies deduced for the single-layer growth model are 0

still valid. The interlayer anion-cation pair inter-
action energies are simply Ed/I7 1, where IIl is the OT,

number of interlayer near-neighbor sites. We Hg

define an anion-stabilized growth to be the case
where relative anion and cation fluxes are such that
any exposed surface atoms are anions. When the
interaction between the atoms in the upper layer
and that in the lower layer is strong (compared
with kTg), the surfaces always grow in the smooth 0
limit. (100) surfaces of HgTe and GaAs and all
surfaces of Si are predicted to fall into this categ-
ory. However, when the interaction between adja-
cent layers is not always strongly attractive, as in
the case of ( i i) HgTe and (111) GaAs surfaces, TO

the nature of growth depends on whether the (b)

surface is anion or cation stabilized.
The free energy calculated in quasi-chemical FIGURE 2

approximation (QCA) 13 at a growth temperature of (a) Free energy for Te-stabilized surface (lii)

i 85'C for Te- and Hg-stabilized (1 i.) surfaces is surface of HgTe at 1850C temperature as a
plotted respectively in Figure 2(a) and (b) as a function of Hg and Te surface concentrations.
function of Te and Hg surface concentration. Each ---corner of this plot represents the surface fully (b) Free energy for Hg-stabilized surface (i11)

come ofthisplo reresets he urfae fllysurface of HgTe at 185"C temperature as a
covered by the element noted there. In ALE, surce of Hg at 15 temperaturnsa
growth takes place along the sides. Whenever the
minimum occurs between the two comers, that
surface is predicted to grow in the rough limit layer takes place in the smooth and rough limits,
where atoms and vacancies randomly occupy the respectively, MBE growth of the Te-stabilized
surface sites. Whenever the minima occur near the surface takes place in the smooth limit. This is
comers, the surface is predicted to grow in the because the pair energy for Te (upper layer)-Hg
smooth limit with formation of nearly perfect (lower layer) is strong, 0.9 eV. However the Hg-
islands. In MBE where both species are present in stabilized surface grows in the rough limit because
double-layer stochastic growth of compounds, the the Hg in the upper layer is weakly attracted to Te
above arguments are applied to the free-energy below (nearly 0 eV ) and atoms do not congregate
curve along the diagonal line connecting the origin into islands to maximize the cation-anion pairs.
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ABSTRACT

We have examined the prospects of Inl-xTlxSb as a long-wave infrared (LWIR)
material for focal-plane array applications. We find there is a near bond-length match
between InSb and TISb in the zinc blende phase, the cohesive energy is typical of InSb,
and the concentration x needed to narrow the gap into the LWIR range is about 10 ± 5%.
The calculated phase diagram shows a wide temperature range where this alloy is ;table.
While this diagram shows that the alloy cannot be grown from the liquid phase, growth
should be possible in a vapor-phase process.

We have investigated the prospects of Inl.xTlxSb as an IR detector material with a gap that can
be adjusted to zero just as that of Hgl-xCdxTe. In the search for a III-V compound-based alternative to
Hg I -xCdxTe for long-wave infrared (LWIR) focal-plane arrays, 1 ,2 a number of materials are currently
under investigation, including InAsI-xSbx based layer superladticesI and All.1xGaxAs based quantum weUl
structures. 2 InSb is often used in mid-wave infrared (MWIR) devices, but its bandgap is too wide to
respond in the LWIR. The alloy InSbl.IxBix has been examined 3 ,4 as one with an adjustable narrower gap
that might serve the purpose. However, BiSb does not form in the zinc blende (ZB) structure5 and the

I G.C. Osbourn, L.R. Dawson, R.M. Biefeld, T.E. Zipperian, IJ. Fritz, and B.L. Doyle, J. Vac. Sci. Technol. AS,
3150 (1987).

2 B J. Levine, C.G. Bethea, K.G. Glogovsky, J.W. Stayt, and R.E. Leibenguth, Semicond. Sci. Technol. 6, CI I

(1991).

3 J. Zelko and J.E. Greene, Appl. Phys. Lett. 33, 254 (1978); J. Appl. Phys. 51, 1549 (1980).

4 M.A. Berding, A. Sher, A.-B. Chen, and W.E. Miller, J. Appl. Phys. 63, 107 (1988).

5 0. Made'-,ng, Physics of I-l.V Compounds, John Wiley and Sons, New York, Ch. 1 (1964).
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alloy is not miscible in equilibrium. It has been prepared by Ag ion-assisted epitaxy, but no practical

growth system has evolved from this work.

We have theoretically examined In i.xTlxSb based on a combination of full-potential linearized-
muffin-tin orbital approximation (FP-LMTO) whose accuracy is limited only by the local density
approximation (LDA) 6 and a parametrized calculation of the InlxTlxSb liquid-state free energy. Details
of these calculations will be presented elsewhere. Here we summarize only the results relevant to the IR
community.

Table I contains the atomic volume 0, cohesive energy per cation E, bulk modulus B, one shear
coefficient C11-C12 , and the bandgap Eg for the materials HgTe, CdTe, InSb, and TISb. For InSb and
TISb the calculations are presented for both the ZB and CsCI crystal structures. Other structures were
also examined, but their cohesive energies are small. The HgTe and CdTe ZB numbers were done for
comparison.

Table 1

Calculated and experimental optical and structural properties for CdTe, HgTe, InSb, and T1Sb in a AB
lattice at OK. Atomic volume , is in A, cohesive energy per cation E and bandgap Eg are in eV; C1l-C12
and bulk modulus B are in 1012 erg/cm 3. Calculated values for InSb in the CsCI and TISb in both ZB and
CsCI lattices are shown. Column Adj adjusts the calculated values of TISb in the ZB structure for errors in
the LDA.

CdTe HgTe InSb TISb

ZB Calc Expt Calc Expt Calc I Expt CsCl ZB Adj CsCI

il 33.40 34.2 34.2 33.4 34.1 33.8 25.6 36.4 27.1

E 5.28 4.40 4.24 3.24 6.45 5.60 6.08 5.70 5.79

C11-C 12  0.20 0.17 0.19 0.18 0.31 0.31 0.17

B 0.44 0.42 0.44 0.47 0.45 0.48 0.72 0.38 0.49

Eg 0.54 1.60 -0.95 -0.30 -0.46 0.26 -2.20 -1.5

A number of important points can be deduced from Table 1.

"For HgTe, CdTe, and InSb where experimental numbers are available, 7 the calculated
structural properties Q2, B, and C1 1-C 12 agree well with experiment. E values are generally
slightly high, because the free-atomic energies are not done well in LDA. However,
differences between solid energies are reliable. The bandgaps are always too small in LDA,
but the reasons are well understood and, once again, reliable adjustments can be made.

" In agreement with experiment, 5 we find the TISb ground state is the CsC1 structure, but the
energy difference with the ZB structure is small-88 meV. The energy difference for InSb
favors the ZB structure by 380 meV.

6 M. Methfessel and M. van Schilfgaarde, unpublished.

7 K.-H. Hellwege, editor-in-chief Landholi-Bornstein: Numerical Data and Functional Relationships in Science
and Technology, Vols. 17 & 22, Springer-Verlag, Berlin, Heidelberg, New York (1982).
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* For the ZB structure, the atomic volumes of lnSb and T1Sb are small. corresponding to a bond
length difference of 2.1%. Thus, they are matched nearly as well as Hgl-xCdxTe.

. The adjusted zero-temperature bandgaps of the lnSb (0.26 eV) and T1Sb (-1.4 eV) are such
that the concentration needed for a 0.1 eV gap is x = 0.09. At 77 K, we estimate x < 0.15
will bring the gap into the LWIR range. These numbers are the most uncertain of those
presented.

• Thýe predicted cohesive energy per cation of the In0.9T10.ISb is 6.38 eV, compared to 5.05 eV
for Hg0.78Cd022Te: it is 26% more strongly bound.

0 Even assuming no bandgap bowing, dEg/dx is comparable for InTlSb and HgCdTe alloys.

Thus, the Inl.xTlxSb alloy looks like a viable LWIR material if it can be prepared in the ZB structure
with high enough concentration. We address that issue next.

Our calculated phase diagram of InI -xTlxSb is shown in Figure 1. The lower part of the diagram,
that below the solidus curves, is based on our FP-LMTO results and is likely to be accurate. The solidus
and liquidus curves are based on some liquidus properties that have been projected from the measured
properties of InSb, and a theoretical estimate of the melting point of T1Sb in the CsC1 structure. The
melting point of InSb is 808 K, 7 the calculated eutectic temperature and composition are 687 K and 0.68,
the point at which the ZB miscibility curve intersects its solidus is at 700 K and 0.16, the point at which
the CsC1 strikes its solidus is 700 K and 0.99, and the melting point of the T1Sb in the CsC1 structure is
747 K. It is evident from this phase diagram that growing the proper alloy from the melt is impossible,
which is in agreement with reported experiments. 8,9

There is, however, a substantial temperature range where the proper alloy composition is stable
and it should be possible to grow the material either by molecular beam epitaxy (MBE) or metal organic
chemical vapor deposition (MOCVD) techniques. One attempt to grow the material by MBE failed, 10 but
that was done without the benefit of the information in Figure 1.

Finally, we conclude that the lnl.xTlxSb alloy should be stable in the concentration range needed
for LWIR focal-plane arrays, and because the proper composition is mostly InSb, it should process in
much the same way. However, this remains to be tested once the material is prepared.

Acknowledgments: We wish to thank A.T. Paxton, G. Cinader, and A. Sanjurjo for helpful
suggestions and inibormation. We also are indebted to ONR through Contract N00014-88-C-0096 for
partial support of this effort.

8 S.B. Evgen'ev, O.V. Sorokina, and V.G. Zinov'ev, Inorganic Materials 21, 1747 (1985): O.V. Sorohina, S.B.

Sorokina, and I.V. Maschenko, Russ. J. of Inorganic Chem. 28, 916 (1983).

9 V.I. Fedorov and V.I. Machnev, Teplofizika Vysokikh, Temperature 8,447 (1970).

10 C.E.C. Wood, A. Noreika, and M. Francombe, J. Appl. Phys. 59, 3610 (1986).
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Figure 1. Phase diagram of Inl.xTIxSb. For x << 1 the zinc blende structure is stable, and for x - 1 the
CsCI (cc) structure is the more stable one. The eutectic point is x = 0.675 and T = 687 K.
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2 A.-B. CHEN, ARDEN SHER AND W.T YOST

I. Introduction

1. GOALS

The goals of this paper are to review the current state of knowledge of the
elastic constants of elemental, compound, and pseudobinary alloy semicon-
ductors. To accomplish this objective, we will review

-experimental methods currently used to measure elastic constants,
-experimental results,
-binding and elastic constant theory, and
-related mechanical properties.

Heavy emphasis is placed on comparisons between theory and experiment,
and the accuracy of approximations currently in vogue. The theories dis-
cussed range from first-principles methods, requiring heavy comutations, to
parametrized physical models. The intent is to identify a logical path between
these extremes, and thereby provide insight into the connection between
atom potentials and semiconductor mechanical properties. In the course of
this presentation, there are a number of instances where improvements in the
theory or additional experimental results, are needed. We have tried to
highlight these situations and suggest possible remedies.

2. DEFINITION AND CALCULATION OF ELASTIC CONSTANTS

The theory of elasticity of solids has been well formulated in many treatises
(Love, 1944; Landau and Lifshitz, 1959), so we need not review the different
formalisms and conventions. However, as we do wish to present a coherent
account of the essence of the theory, it is necessary to define terms and
describe general calculations to be used later.

In linear elasticity theory, deformation is assumed to be infinitesimal. The
relative displacement vector 9' between two points in a deformed solid is
related to the corresponding vector i in the undeformed solid by the
following equation, in component form, through a nine-component strain
sensor E:

X X = xC + pegpxp. (1)

The change in the internal energy associated with r is also small and will be
denoted U V, where V is the equilibrium volume of a solid. Under the
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1. ELASTIC CONSTANTS AND THEIR ALLOYS 3

condition that the entropy and the electrostatic displacement field are
constant, U is only a function of z, and is quadratic in z:

U 0PA pa#vapCea,`V,`v, (2)

where CP,1 V are the elastic stiffness coefficients, which are characteristic
properties of the solid. From this definition, C,,`. = C.,, is required for U to
be an analytical function of E. Moreover, CdP,, = COSM, = COOVI is also
required to ensure that U is zero under any infinitesimal rigid rotation. In
light of these properties, the energy density can be expressed in terms of a
symmetrical strain tensor q as

U2= XvLIc: auv7Iv, (3)

where P7.0 is defined as

rap = _21400 + pa,)" (4)

The strain tensor ?I is a thermodynamic parameter with stress tensor a as its
conjugate variable (Brugger, 1964). The components of a are given by

aU
-ad M=YCaovI7.. (5)

It is clear that a is also a symmetrical tensor.
The most frequently used notation is the engineering convention, in which

the strain tensor e is related to n of Eq. (4) by ed, = q. for the diagcnal
components, but e,, = 21., for a # fP. Furthermore, since e has at most six
independent components, it is treated as a six-component vector, with the
vector components 1 to 6 corresponding respectively to the tensor compo-
nents xx, yy, zz, yz, xz and xy. In terms of e the strain energy density is written
as

U = ½jI Coeie1, (6)

where Cij can be identified as C.a,,, with i = pfi and j = pv. Because Cij is
symmetrical, it has at most 21 independent components for any crystal.
Crystal symmetries reduce this number further (Love, 1944; Ashcroft and
Mermin, 1976). For a cubic lattice, to which class the zincblende and
diamond semiconductors belong, there are only three independent compo-
nents, namely C1 ,1, C1 2 , and C44 .
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The three independent elastic constants of the diamond and zincblende
(zb) semiconductors can be calculated by considering the following three
strains.

(i) Under a uniform expansion, which changes a displacement 1 into
A' = (1 + e)!, then el = e2  e3 = e and the other strain components are
zero; the elastic energy density is then given by

U = 3(C 1 + 2C, 2)e2/2. (7)

U can also be expressed in terms of the adiabatic bulk modulus B defined by
6P = - B(b V/V), where V is the crystal volume, 65V is its change, and 6P is
the corresponding pressure change. The result is U = B(6V/V) 2/2 = 9Be2/2,
because the dilatation is 6 V/V = 3e in the present case. This establishes the
relationship

B = (C11 + 2C 1 2 )/3. (8)

(ii) The next case to consider is a tetragonal shear strain e which changes a
displacement according to

(x, y, z) --* (x + ex, y - ey, z). (9)

The only nonzero strain components are e, = -e 2 = e. Then U becomes

U = (CI I - C1 2)e2. (10)

(iii) To calculate C4 4 we consider a shear strain e that changes a
displacement according to

(x, y, z)- (x + ey/2, y + ex/2, z). (11)

This strain contains e6 as the only nonzero component. Because C,4 equals
C6 6 , the energy density is simply

U = C4 4 e2/2. (12)

Although the macroscopic crystal distortion of the Bravais lattice caused
by this strain is described by Eq. (11), microscopically there is a relative
displacement i4 = (0, 0, u), the so-called Kleiman (1962) internal displace-
ment, between two successive atomic planes perpendicular to the z axis. In
other words, the relative displacements between the atoms on the same fcc
sublattice are governed by Eq. (11), but there is an additional induced relative
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z
4 1 A

A

A

FIG. 1. Distortion of a tetrahedron corresponding to the C,, elastic constant; u is the internal
dispacement between the anion and cation sublattices.

displacement 4 between the two sublattices. The directions of the displace-
ments of atoms in a tetrahedral cell are shown in Fig. 1. In calculations one
can use an arbitrary infinitesimal pair of e and u to obtain the coefficients in
the following quadratic expansion of the strain energy density:

U - 4u 2/2 + Deu + C0 e2/2, (13)

where the force function 4) is related to the transverse optical (TO) phonon
frequency co at r (the center of Brillouin zone) by 4) = uco2, with p being the
reduced mass. In Eq. (13), D is a constant, and C0 would be the shear
stiffness coefficient if the internal displacement were not allowed. Kleiman
(1962) defined an internal displacement parameter that is related to the
equilibrium value of u by u = Cae/4 for a fixed e, where a is the lattice
constant. Taking the first derivative of U with respect to u in Eq. (13) and
setting it equal to zero, one finds that the C value is given by

C = -4DAA). (14)

Finally, the sought-after C44 is given by

C44 = C(O) - C2a2 0/16. (15)
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Thus, the internal displacement is an essential part of C, 4. These procedures
will be used in the theoretical calculations to be presented in subsequent
sections.

3. ELASTIC CONSTANTS AND SONIC WAVE PROPAGATION

The purpose of this section is to give the reader sufficient information to
measure ultrasonic wave velocities and to deduce from them the elastic
coefficients of materials of interest to the electronics industry. We start from
the definition of strain and develop equations that relate the elastic coeffi-
cients with wave propagation velocities in various crystallographic direc-
tions. The cases taken as examples, cubic and isotopic, were chosen because
of their prevalent role in electronic materials.

A number of techniques used to measure wave propagation velocities in
materials are discussed. The researcher's decision on technique depends upon
a number of factors, such as accuracy needed, size and crystallographic
orientation of available samples, equipment, etc. Sample preparation is
significant, since a carelessly prepared sample yields useless velocity data.
Because the equipment needs vary widely among the techniques that can be
used, references containing information on each technique are given. Key
papers chosen for citation were picked for their readability and their direct
application to the measurement technique. Primary emphasis has been given
to techniques that are generally accepted and that give results that are
understood. Throughout this section a general theory of elasticity due to
Murnaghan (1951) is used.

a. Elastic-to- Wave Relationship

Consider, as before, a point in a lossless elastic medium at rest, whose
displacement vector, A = (x.), a = 1, 2, 3, are the cartesian coordinates of a
point in the medium. In the presence of a stress wave disturbance, the point
moves to a new location, g' = (xD) at time t. The Lagrangian strains, 17,
defined consistently with Eqs. (1) and (4) but with higher-order terms
retained (Landau and Lifshitz, 1986; Murnaghan, 1951), are as follows:

2 (ax,, xv 6

l (8x dx: 8,,)(16)

where 6,, is the Kronecker delta. Einstein summation convention over
repeated indices is used in this section.
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By considering the internal energy per unit mass of the medium
E(x., ?/,a, S), where S is the entropy, we obtain a relationship between wave
propagation and the internal energy of the medium. If we restrict this
discussion to a medium that is initially unstressed, then the internal energy
per unit volume of the mediam is poE(r., ,.,, S), where Po is the mass density
of the medium in the unstrained state. By expanding this in a power series of
the Lagrangian strains, we obtain

1 1
poE(x., qiO, S) = poE(x,, 0, S) + • C va#?7j`ap + - Cvo yjl`'Ay6 +3!

(17)

The coefficients C,,,,a and C,.OY, are the second-order and third-order elastic
coefficients (adiabatic) as defined by Brugger (1964):

covao = Po (a2 E)' (18)

Cu,,,ar,• = Po ( 0•) (19)

The wave equation can be derived (Goldstein, 1965, p. 347) from Lagrange's
equation

d (OL + d __ - OL- 0 , (20)

where i, = axl/at and L is given by

L = Po,,,- pOE(x., ?l,.p, S). (21)

Defining the particle displacement vector, u, as

u,(F, t) = - x1, (22)

and differentiating it gives

x---- =ax, 6. (23)
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Combining Eqs. (22), (23), and (16) gives the strain tensor in terms of the
particle displacements,

= (au• x + au., + x U, "U) (24)

Using Eqs. (21) to (24) in Eq. (20), and retaining first-order terms in au.Ja0x,
gives

PoUo = (Cuvap a (25)

We assume a plane wave solution to Eq. (25) of the form

u, = I, • b cos(kvx, - cot), (26)

where

ý1, = unit displacement vector in the Mth direction,
h = (u,) = particle displacement vector,
k = (kv) = wave propagation vector, and
co = angular frequency.

Substituting Eq. (26) into Eq. (25), we obtain the eigenvalue-eigenvector
equation

IClv=pr.. - poV2 56f = 0, (27)

where

(KM,) = the set of direction cosines of K,

v = co/I/i is the phase speed, and
K = k indicates the direction of wave propagation in the medium.

For any given wave propagation direction, there are three eigenvalue
solutions to Eq. (27); these correspond to one quasilongitudinal and two
quasitransverse polarization modes. Relationships have also been derived for
wave propagation in the presence of residual stresses and for retention of the
higher-order elastic coefficients (Cantrell, 1982; Breazeale and Ford, 1965).

Because both the stress and strain tensors are symmetric, one can reduce
the number of independent second-order elastic coefficients to 21 (Landau
and Lifshitz, 1986, p. 32). It is also convenient to use the Voight (1928)
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contraction of the indices as in Eq. (6), which is used in the remainder of this
section. The number of independent elastic coefficients varies with crystal
structurel and is listed in the accompanying table.

Number of Independent
Crystal Class Elastic Coefficients

Triclinic 21
Monoclinic 13
Orthorhombic 9
Tetragonal (C,, S1, C4 h) 7
Tetragonal (C,,. D2d, D., D,.) 6
Rhombohedral (C3 , S4) 7
Rhombohedral (C 3,, D3 , D 3 d) 6
Hexagonal 5
Cubic 3
(Isotropic) 2

Green (1973) and others have solved Eq. (27) for isotropic materials and
for cubic crystals in the [100], [110], and [111] directions. Using the
symmetry properties of the crystals, one obtains the results presented in
Section I.3.b for cubic crystals, and in Section 1.3.c for isotropic solids.

b. Cubic Crystals

For plane waves propagating along the [100] direction:

(KI = 1, K2 = 0, K3 = 0);

longitudinal (compressional) waves (pure mode with particle displacements
u1 in direction of propagation, u2 and u3 = 0) have a phase speed

vP = (28)

and transverse (shear) waves (pure mode with particle displacements u, = 0,
u2 and u3 perpendicular to the direction of propagation) have values given by

"V2 = V3 = . (29)

'We assume that the angles defining the orientation of axes in the crystal are not specified. For
a further discussion, see Landau and Lifshitz (1986).
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For plane waves propagating along the [110] direction:

(KI = 11...T 2, K2 1 32K = 0);

for longitudinal (compressional) waves (pure mode with particle displace-
ments u, = u2, u3 = 0), one obtains

V C11 d+ C 1 2 + 2C 4 4  (30)vl= 2Po (30

and for transverse (shear) waves (pure mode with ul -u 2, u3 = 0), one

obtains

•C11 - C12. (1V2 = 'I P ' (31)

or for transverse (shear) waves (pure mode with u1 = U2 = 0, u3 # 0), one

obtains

V3= (32)

For plane waves propagating along the [111] direction:

(Kj = 1/v/., K2 = 1/V/3, K3 = 1/,/3); (33)

the speed for longitudinal (compressional) waves (pure mode with u1 = U2=

u3) is given by

V C + 2C 12 + 4C,44  (34)
vl = 3Po'

and that for transverse (shear) waves (pure mode with uKc + u2K 2 + U3 K 3 =

0 or particle displacement perpendicular to wave propagation) is given by

V V C1 - C12 + C44  (35)
3Po

c. Isotropic Solids

For the case of isotropy, all directions are equivalent, we are left with two

independent constants (Lam6 constants). The elastic coefficients can be
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expressed in terms of the Lame' constants (Green, 1973) as follows:

C1 I C 22 = C 3 3 = , + 2p,
C 12  C1 3 = C2 3 = (36)
C 2 1 = C3 1 = C 3 2 =

C 4 4 = C 5 5 = C 6 6 = p.

For plane waves propagating in any direction (e.g., the x-direction):

(K1 = 1, K2 = 0, K3 = 0).

the speed for longitudinal (compressional) wave (pure mode with particle
displacements ul in direction of propagation, u2 and u3 = 0) is given by

v= - , (37)
Po

and that for transverse (shear) waves (pure mode with particle displacements
u, = 0, and u2 and u3 perpendicular to the direction of propagation) is given
by

V2 = V3 = • (38)

II. Measurement Methods

4. VELOCITY MEASUREMENTS

To measure the second-order elastic coefficients (SOEC), one can deter-
mine the sound velocity and the density of the sample, and calculate the
combination of SOEC that the direction of propagation requires. For cubic
systems, sound velocities measured in the pure mode directions equivalent to
[100], [110], ani [111] make it possible to determine the three independent
elastic constants, CII, C 1 2, and C44. Using care in sample preparation, and
appropriate corrections for bond thickness and diffraction, the sound veloci-
ties can be determined to parts in 105. The accuracy of a velocity determina-
tion is usually limited by the accuracy of the path length measurement in
pulsed and continuous wave techniques. With optical techniques, deflection
angles, wavelength measurements, and frequencies are determinant factors.

In general, there is little problem in obtaining a sound velocity measure-
ment on the order of 1% uncertainty. But to improve on this, one must
exercise additional care in the preparation of surfaces, the control of
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temperature, the determination of acoustic path length, and the determina-
tion of travel time of the acoustic wave.2 For single transducer configura-
tions, where a transducer is used to send and receive the acoustic wave, the
base equation for determining the velocity using pulsed techniques or pulse
echo without corrections is as follows:

2L
v = -- . (39)

where v is the wave velocity, L is the sample length, and T is the round-
trip time. Corrections 3 are made in the evaluation of T and vary with
the technique used in the measurement. Corrections for bond thickness
(McSkimin, 1961), and for diffraction effects (Papadakis, 1967) can be
measured and/or calculated. Accuracies of some of the more frequently used
pulsed techniques are given in Table I. A comparisn of the accuracies of
various techniques are discussed by Papadakis (1972, 1976). Using contin-
uous wave techniques, the propagating plane wave model (Bolef and Miller,
1971), the basic equation without corrections is

v = 2LAf, (40)

where Af is the frequency difference between two adjacent mechanical
resonance modes. Typically, velocity measurement accuracy is good to about
1% to 10%. A correction factor (Chem et al., 1981) can be applied to the right
side of Eq. (39) that corrects for the effects of the transducer and bond on the
mechanical resonances of the sample. When applied, the inaccuracy can be as
low as five parts per 100,000, neglecting inaccuracies in path length measure-
ments.

If the sample is transparent, optical techniques offer a convenient method
to measure sound velocity. For some of these techniques, the accuracy is on
order of parts per thousand. Still, some offer accuracies of parts per ten
thousand and can be used with small samples, and very high-frequency
ultrasonic waves (Breazeale et al., 1981). In general, the calculation for

2The accuracy depends upon the correct choice for the resonant frequency of the transducer,
which can be obtained from the fact that it is half a wavelength in thickness. Using a micrometer,
and the wave velocity of the transducer material, one can calculate the resonant frequency of the
transducer. Transducer off-resonant conditions can have a relatively large influence on the
measurement of round-trip time for pulsed studies.

'Other influences on the measurement of round-trip time are bond thickness and diffraction.
These are discussed in various papers, including McSkimin (1961) and Papadakis (1967, 1972).
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1. ELASTIC CONSTANTS AND THEIR ALLOYS 15

velocity involved the determination of acoustic wavelength in the medium, by
using the equation

v =fA., (41)

wheref is the frequency of the sound wave, determined by the drive frequency
of the transducer, and ;. is the wavelength. Brillouin scattering also makes it
possible to measure the sound velocity (Beyer and Letcher, 1969). In addition
to measurement of an angle, the accuracy also depends on determination of
the wavelength of light in the medium; this requires a determination of the
index of refraction of the medium.

5. ULTRASONIC MEASUREMENT TECHNIQUES

Surveys of techniques and details for measuring ultrasonic velocities are
available from various sources (Breazeale et al., 1981; Papadakis, 1976;
Truell et al., 1969). Consideration in this work will be given to three classes of
techniques for absolute velocity measurements. A compilation of some of the
features of each technique is given in Table I.

a. Sample Preparation

The tolerance selected for preparing the sample depends largely upon the
accuracy needed in the determination. If a 1% measurement is in order,
surface preparation and parallelism are less critical than if an accuracy of
0.01 % is desired. Also important is the consideration of correction factors
needed to compensate for bond thickness and diffraction effects. At present,
diffraction corrections exist only for compressional waves. Therefore, under
equivalent experimental conditions, the most accurate determination of
combinations of elastic coefficients would be those that are calculated from
compressional wave velocities.

It is assumed that a surface on the sample has been ground to optical
tolerances, and that the crystallographic direction of the axis of this surface
has been determined. Typically, the crystallographic directions are measured
to within minutes of arc (McSkimin and Andreatch, 1964). The remaining
critical issues are the parallelism of the reflecting surface to the reference
surface, and the flatness of these surfaces. Parallelism of the surfaces can be
measured, for example, with an autocolliminator or a He-Ne gas laser and
some mirrors. By placing the sample's reference surface on a stationary flat,
dust-free surface, rotating the sample, and measuring the diameter of the
circle traced by the beam reflected from the sample's top surface, and
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measuring the total path length of the beam from the sample to the image
screen, one can determine the parallelism of the surfaces. The surfaces should
be parallel to an angle better than 0.01 . ,oictransducer diameter. For a
typical half-inch diameter, 10 MHz transducer and a typical solid, the
surfaces must be parallel to better than 4 x 10-' radians (1 degree, 23 min-
utes). Higher frequencies, multiple reflections, and continuous-wave tech-
niques require proportionally smaller tolerances.

Typically, one also tries for a flatness of better than 1/100 of an acoustic
wavelength for accurate determination of transit times. If the resonant
frequency of the transducer is 10 MHz, then the wavelength in a solid is in the
neighborhood of 5 x 10-i meters, which puts the flatness requirement near
5 micrometers. Using an optical flat and Newton's rings analysis, one can
determine the flatness of the sample. For higher-frequency transducers and
continuous-wave techniques, the number of fringes are appropriately de-
creased. At 100 MHz, pulsed mode, for example, the tolerance is down to less
than several fringes. By using flat lapping surfaces, this is easily achieved.
When multiple reflections are involved in the measurement, one must
consider that for each reflection, changes occur in the wavefront direction,
the phase change across the surface of the transducer at each reflection is due
to lack of parallelism between the faces. For a case where a 20 MHz
transducer was used, and multiple reflections employed for the measurement,
Papadakis (1967) quotes a sample surface parallelism and flatness of better
than 10-" inches per inch.

b. Piezoelectric Transducers

Selection of the piezoelectric transducer depends largely upon the wave
mode, the electronic equipment to be used for the measurement, and the
personal preference of the researcher. In general, piezoelectric crystals4 such
as quartz (high electric impedance) and lithium niobate, or poled ceramics
such as PZT (lead zirconate titanate), are chosen. Their physical and
electrical properties are covered elsewhere (O'Donnell et al., 1981). Other
piezoelectric transducers, including polymeric materials,5 are also available.
The transducer diameter should be smaller than the sample to assure that
propagation modes are not affected by the location of lateral boundaries (Tu

"Information on piezoelectric transducers is available from Valpey-Fisher Corp., 75 South
Street, Hopkinton, Massachusetts 01748, and Crystal Technology Inc., 1060 E. Meadow Circle,
Palo Alto, California 94303.

'A film sold under the tradename KYNAR is an example of this. Information on this material
can be obtained from Pennwalt Corp., Box C. King of Prussia, Pennsylvania 19406-0018. Some
of the properties are covered in Bloomfield et al. (1978). Lead attachment to KYNAR films is
covered in Scott and Bloomfield (1981).
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1. ELASTIC CONSTANTS AND THEIR ALLOYS 17

et al., 1955). This is especially important where measurements are taken on
small samples that may have their lateral sides close to each other. One also
must consider the problem as it relates to wave propagation, since wave
modes other than those considered here can be excited in materials of small
dimensions. From studies on cylindrical specimens, the minimum sample
diameter can be no less than approximately 2.5;., where A is the wavelength of
the ultrasound in the medium. The transducer diameter is chosen after the
frequency is selected. Generally, the transducer diameter should be no longer
than half the diameter of the sample, to prevent any interference in the
measurement from reflections off the lateral boundaries caused by diffraction
effects.

Selection of a bonding material depends upon the type of wave (compres-
sional or shear), and the temperature range through which the measurements
are to be taken. At room temperature, a good choice for both types of waves
in phenyl salicylate or phenyl benzoate (Papadakis, 1964), while Dow-
Corning DC-200 silicone is good for longitudinal waves. At other tempera-
tures (McSkimin, 1957), other bonding materials, such as Nonaq stopcock
grease, are used for compressional and shear waves. Various resins can be
used with shear wave transducers; commercially prepared bonding materials
are also available.6

Application of the bond requires care to keep surfaces clean and free of
dust. The bond should be as thin as practical, taking care not to break the
transducer. Often, applying some heat helps with viscious bonding materials.
When using phenyl salicylate or phenyl benzoate for bonds, certain proce-
dures can be followed to assure uniform bonds (Papadakis, 1964a).

c. Noncontacting Transducers

There are three types of non-contacting excitation transducers: capacitive
transducers (compressional wave excitation only) (Cantrell and Breazeale,
1977), electromagnetic transducers (EMAT) (Vasile and Thompson, 1977;
Johnson and Mase, 1984), and optically stimulated acoustic transducers
(Prosser and Green, 1985). With the exception of the electrostatic transducer
(compressional with circular piston geometry), diffraction correction data
have not been developed. However, bond corrections are not necessary as
these methods generate the wave directly on the sample surface. Generally,
the signal levels are quite small, and require high gain and specialized circuits
or devices to bring the signals to usable levels.

6 For example, suppliers of damped ultrasonic transducers can supply material suitable for
high temperature and shear measurements. Two companies are Panametrics, Inc., 221 Crescent
St., Waltham, Massachusetts 02254, and Harisonics, Inc., 7 Hyde St., Stamford, Connecticut
06907.
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6. CORRECTIONS TO PULSE MEASUREMENTS. AN EXAMPLE

With some pulsed systems, and with care in preparing the sample and in
taking the measurements, one can expect round-trip time determinations to
have standard deviations in the neighborhood of 100 picoseconds. As correc-
tions for bond thickness and diffraction are often larger than this, it is
necessary to correct for these sources of systemic error where possible. As an
example, consider, for a properly prepared sample, that the pulse-echo
overlap technique is to be used to measure the round-trip time for a tone
burst. The time between the first-received and the second-received echos will
be determined. For simplicity, we will treat the case of only one round trip in
the sample. The measured time T is composed of several terms: the true travel
time 3, the bond thickness contribution AB, and the diffraction contribution
AD.

a. Bond Thickness

The model for the sample-bonded transducer system has been developed
by Williams and Lamb (1958) and has been used extensively by McSkimin
(1901) and by Papadakis (1967). They showed that if the transducer bond
sample system is treated as an acoustic transmission line, it is possible to
calculate the effects of bond thickness on the measurement of transit time.
McSkimin (1961) showed that by measuring the change in the transit time
when the system is detuned by a known amount, it is possible to determine
the bond thickness in terms of measured quantities. This permits one to
correct for the transit time through the bond material. Papadakis (1967)
discussed the correction in some detail, and applied it to his measurements on
fused quartz and silicon.

Consider an undamped transducer bonded to one end of a sample with
some bonding material of known velocity and density; a relatively long wave
is reflected from the interface between the sample and the transducer bond
system. The reflected wave from this interface experiences a phase shift from
the impedance mismatch, which can be calculated from the model. The
calculation uses the real and imaginary parts of the effective impedance of the
components to obtain the contribution to the phase shift. By detuning the
frequency of the applied tone burst, we can measure a corresponding change
in transit time. Then, a comparison with the measured values permits the
calculation of the bond thickness, so that its effect on the measurement can be
determined. The approach is outlined below.
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The reflection coefficient for the system described above is given by

Eb = Zd - Z, (42)

where Eb is the reflected pressure wave, E1 is the incident pressure wave, Z, is
the specific acoustic impedance (Elmore and Heald, 1969) of the sample
(Z, = pc, where p is the mass density, and c is the wave propagation speed),
and Zd is the effective specific acoustic impedance of the transducer bond
system, given by McSkimin (1961),

Zd j. [(K-)tan kAI + tan k2A2]Zd = jZ 1 . . ..2 (43)

Z2- tan k2A1 tan kA]

where Z, and Z2 are the specific acoustic impedances of the bond material
and transducer material, respectively. Using similar conventions, k, and k2

are propagation constants in the respective materials, as A1 and A2 are the

respective bond and transducer thicknesses, and j is /- .
The phase angle (McSkimin, 1961) is calculated by writing Eq. (42) in

complex polar form and gives

y = arctan IZ 2 -ZdIZI (44)

where I ZdI is the modulus of Zd, and (7r + y) is the phase shift between the
reflected and incident pressure waves impinging on the interface of the
transducer bond system with the sample.

When the system is driven at the transducer resonant frequency,f, can be
calculated by using the fact that the transducer at fundamental resonance has
a thickness of one-half of a wavelength; then IZdI becomes Z, tan k,Aj,
which is generally quite small for a thin bond. Frequencies of off-transducer
resonance, generally chosen as 0.9fT, give a larger phase angle, since the
dependence of Zd upon off-resonance frequency excitation is large. As
outlined in McSkimin (1961) and Papadakis (1967), we can calculate the time
difference between phase-matched echo trains, AT, caused by the change of
drive frequency, and compare it with experimental results to determine the
correct condition for overlap.

174



20 A.-B. CHEN, ARDEN SHER AND W.T. YOST

Assume an alignment of, for example, the first and second echoes in the
sample. The change in the measured time between echos is given by

AT = -'( -(n -(45)

where p is the number of round trips (for our case, p = 1) of the ultrasonic
tone burst in the sample, n is the number of cycles of mismatch in the tone
burst, fL is the off-transducer resonance drive frequency, fR is the drive
frequency at transducer resonance, 7L is the phase angle at the off-resonance
frequency (radians), and /R is the phase angle (radians) at the transducer
resonance. One can calculate AT for the case of no cycle mismatch (n = 0)
and no bond thickness (YtR = 0) from Eqs. (43) through (45). The measured
value closest to the calculated value determines the correct experimental cycle
for cycle match. Following the experimental identification of the correct
match, the measured AT can be used to determine the correction for bond
thickness by adjusting A, in Eq. (43) and solving Eq. (44) to bring Eq. (45)
into agreement with the measured AT values. The phase angle at resonance
can be determined, and the travel time correction for bond thickness, AB, is
given by

AR- YR (46)

where /R and fR are the phase angle, and drive frequency respectively, both
taken at transducer resonance.

b. Diffraction Corrections

Diffraction effects for compressional waves in various crystalline symme-
tries have been treated by several investigators (Seki et al., 1956; Papadakis,
1963, 1964b, 1966; Williams, 1970), while others have treated isotropic media
(Benson and Kiyohara, 1974; Khimunin, 1972; Rogers and Van Buren,
1974). Papadakis (1972) has shown that without diffraction corrections, one
can expect errors in travel times as large as 0.2 5/fR. He also discussed (1972)
diffraction corrections for the technique of pulse-echo overlap technique.
Using the dimensionless quantity

ZA
S = P2, (47)
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where S is the Seki parameter, a is the transducer radius, 2 is the wavele'ngth
in the sample, and z is the distance of propagation, he wrote the phase
corre!.ion due to diffraction, AD, as

AD = [4(S.) - O(Sm)]2irf '(48)

where 0 is the phase shift in radians of the received wave front that is due to
diffraction effects. For the example, the sample is of length L, which gives
Sn = 2LD.'a 2 , and Sm = 4L).a 2.

The true travel time, 6, can be written in terms of the measured time, T, and
the corrections:

6 =T+AB+AD. (49)

The thickness of the sample, L, is measured by conventional means, such as a
high-precision micrometer, and the velocity of sound is given by

2L
v =(50)

7. OPTICAL TECHNIQUES

Optical techniques have been used with success in the measurement of
sound velocities in transparent media. The methods include diffraction and
scattering of light by sound waves. A direct method of optically measuring an
acoustic wavelength in the material can also be used.

The diffraction techniques considered here permit the determination of the
wavelength of sound. The wavelength, )", is combined with the ultrasonic
frequency, f, of the sound beam to calculate its velocity, according to the
expression

f V, (51)

where v is the speed of sound in the sample. In any optical technique,
however, one must specify the type of diffraction experienced by the light.

a. Fraunhofer Diffraction of Light by Sound

Consider an ultrasonic transducer, bonded to a transparent solid, generat-
ing ultrasonic compressional waves that propagate into the solid. Further

176



22 A -B CHEN, ARDEN SHER AND W.T YOST

suppose that the sound wave encounters light traversing the same medium so
that the light is diffracted. There are two different physical regimes that can
produce the diffraction effects. One involves the formation of a corrugation in
the phase fronts of the light that is due to the spatial variation in the index of
refraction of the solid, as caused by the sound waves. This is called
Raman-Nath diffraction (Raman and Nath, 1935a, 1935b, 1936a, 1936b,
1936c, Born and Wolf, 1970). The second regime involves the reflection of
light from the evenly spaced crests of the sound waves. These reflections occur
under some conditions that are similar to x-ray diffraction by a crystal lattice;
this is called Bragg diffraction (Bhatia and Noble, 1953). Both types of
diffraction can be used to determine the sound velocity of the material.

In order to determine ,-hich type of diffraction effect predominates
(Nomoto, 1942), a aimensionksL parameter (Klein et al., 1965), Q, is defined
as

K* 2 L (52)Q = ;ýoK' (2

where K* is the ultrasonic propagation constant, L is the width of the
ultrasonic beam, po is the index of refraction, and K is the propagation
constant of light in vacuum. If Q > 9, one has Bragg rI;ffraction. If Q < 1,
Raman-Nath diffraction occurs. For I < Q < 9, the diffra-tion is mixed. For
illustrative purposes, consider a typical transparent solid ,Cwound _ 5 x 103

m/s, index of refraction _ 1.5, and ultrasonic beam width -_ 1.27 x 10-2 M),
illuminated with light at wavelength 632.8 nim. If the ultrasonic frequency is
approximately 27 MHz or less, the interaction satisfied Raman-Nath diffrac-
tion conditions. If the frequency is greater than approximately 81 MHz, the
interaction is governed by Bragg diffraction conditions.

b. Raman-Nath Diffraction

For the case of Raman-Nath diffraction, we consider the light
beam impinging on the medium at an angle 4), with the light normal to the
sound beam. The location of the diffraction orders are given by the
expression (Breazeale et al., 1981)

n;,
sin(0, + 4)) - sin(4)) ---, (53)

where 0 is the angle of incidence, 6 is the angle of diffraction, ;. is the

wavelength of light in the medium, )* is the ultrasonic wavelength, and n is an
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integer. One can experimentally set 0 = 0, which reduces Eq. (53) to

sin(0.) = (54)

The ultrasonic wavelength can be determined from Eq. (53). With the
measurement of the ultrasonic frequency, one can determine the sound
velocity of the compressional wave (Barnes and Hiedemann, 1957). In
determining the wavelength measurement and its uncertainty, it is necessary
to make an analysis of the optical setup, including the effects of Snell's Law at
interfaces.

c. Bragg Diffraction

For the case of Bragg diffraction, the angle of incidence, 4), is set to the
angle of diffraction, and

nA = 2A* sin (55)

where 1B, is the Bragg angle. Bragg diffraction is used to measure wave
velocities in the frequency range from approximately 100 MHz to the low end
of the gigahertz scale. For example (Krischer, 1968), the technique has been
used to measure wave velocity to an estimated accuracy of better than 0.1%.
It is also useful in measuring the local velocities within a sample (Simondet
et al., 1976; Michard and Perrin, 1978). Measurements with precision of
better than 0.01% in homogenous samples have been reported (Simondet
et al., 1976).

d. Direct Measurements (Fresnel Diffraction)

Consider a standing ultrasonic wave in a sample through which collimated
light is passed so that the collimated light beam is perpendicular to the sound
beam. A measuring microscope or similar optical device is focused so that the
image of the wave can be viewed at the instrument focal plane. Because the
images of the wave fronts are ./2 apart, it is possible to determine the
ultrasonic velocity from measurements of ultrasonic frequency and measure-
ments of the wavelength in the medium. The technique is sensitive enough to
detect local variations in velocity greater than 0.01% (Hiedemann and
Hoesch, 1934, 1937; Mayer and Hiedemann, 1958, 1959).

e. Brillouin Scattering

Consider the scattering of a photon by a high-frequency phonon traveling
in a specific direction within a crystal. Application of conservation of energy
and momentum to the scattering, coupled with the approximation that any
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photon frequency shift is small (Benedek and Fritsch, 1966; Beyer and
Letcher, 1969, pp. 47-50), gives

v* = + 2v( )sin(-), (56)

where v is the photon frequency, v* is the phonon frequency as well as the
difference in frequency of the scattered photons, C is the speed of the photon
in the medium, v is the speed of the phonon, and 0 is the scattering angle. If
desirable, the Bragg condition can be used for constructive reinforcement by
adjusting 0 (Pollard, 1977). The technique gives three lines in the scattered
photon spectra, which can be separated and measured with appropriate
optical devices, such as Fabry-Perot interferometers, to obtain v*. Equa-
tion (56) can be solved for v in terms of the other quantities. Brillouin
scattering is useful in the investigation of the sound velocity of a material near
a phase transition (Fleury, 1970, pp. 37-42). The technique has been used for
both longitudinal and mixed modes. However, in one study on cubic crystals,
no Brillouin scattering was observed from an acoustic branch that consisted
of pure transverse waves (Benedek and Fritsch, 1966). Uncertainties in the
index of refraction, the scattering angle, and the width of the Stokes and anti-
Stokes lines influence the accuracy of the determination. The precision is
considerably better, however, with values of 0.1% as mentioned.

In stimulated Brillouin scattering, the photon scattering process is depen-
dent upon the intensity of the radiation striking the surface. With high
enough light intensity, nonlinear effects occur, which result in scattering by
frequencies and harmonics created by harmonic generation (Brewer, 1965). A
large buildup of acoustic intensity, both compressional and shear waves,
accompanies a threshold in optical intensity (Chiao et al., 1964). Other effects
include the possibility of sample destruction :rom the intense radiation, and
the line pulling effects of the laser cavity on the scattered light, which affects
accuracy (Fleury, 1970, pp. 57-58). Amplified acoustic frequencies have been
reported as high as 60 GHz.

III. Theoretical and Experimental Results

8. AB INITIO THEORY

It is clear from Section 2 that the calculation of elastic constants requires
an accurate computation of the variation in the total energy of a solid, from
equilibrium to distorted configurations. Thanks to the availability of power-
ful computers, great advances in ab initio total-energy calculation have been

179



1. ELASTIC CONSTANTS AND THEIR ALLOYS 25

made in recent years (Anderson et al., 1985). In this section we briefly discuss
the approximations used in ab initio theory and summarize the calculated
results.

The Hamiltonian of a solid consists of five parts: the two kinetic energies of
the ions and electrons, KI and K, respectively, and the potential energies U1I
among ions, U,, among electrons, andU,1 between electrons and ions. The
Born-Oppenheimer (1927) adiabatic approximation is a simple way to
separate the electronic from the ionic variables. In this approximation,
because the ion speed is at least two orders smaller than the electron speed,
one freezes the ionic motion in a configuration specified by a set of ion
position vectors ,R, then solves the Schrodinger equation for that part of the
Hamiltonian that involves the set of electronic coordinates {fi}:

HOY({Fj, {Rj) = Ey({R~})0.y({ij}, {RJ}), (57)

where H = K, + Uee + U.,. Thus the energy Ey is a function of the ionic
configuration. The lowest energy curve of the sum of E. = Ey + U11 as a
function of {R,} then serves as the potential energy for the ionic motion. A
Taylor expansion of E. about its minimum value E., takes the form

Eo + T. (Daf
E =g..Rn}=o + 2 r a4.RUn,.u.,p + -, (58)

where u. is the a-component of the small displacement R,. - R(0) with
{R()OI)} the equilibrium ionic positions at the minimum energy E0 . The force
functions V.0 are the second'derivatives of E3 with respect to the displace-
ments evaluated at the ion equilibrium positions. The force functions are
directly related to the elastic constants. For example, for a Bravais lattice they
are given by Aschcroft and Mermin (1976) as

cm•,v = - ½LL.Vu(L)L,, (59)

where the sum is over all the lattice vectors L.
Equation (57) is computationally the most difficult part of the problem,

because it deals with about 1023 electrons that are interacting with each other
and with the ions; the wave functions have to be the properly antisym-
metrized many-body functions. Self-consistent density-functional theory
(SCDFT) (Hohenberg and Kohn, 1964; Kohn and Sham, 1965; Calaway
and March, 1984), which casts the Hamiltonian into a density functional,
reduces the many-body problem to an effective one-electron problem. This
theory has been tested in many crystalline solids, and the resulting elastic
constants have been excellent, especially for semiconductors.
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In SCDFT, the ground-state energy of a solid is completely specified by
single-particle wave functions of the occupied states {0,j. First, the electron
density is given by

p(F) X,(i). (60)

Then, the ground state energy is computed as follows:

Eg = Ke + U.g + UC1 + Un1 + Uc,, (61)

where the different terms are given by the expressions

Ke = V, 0v) v,(F) d3r, (62)

e 2 f}P()P(') d3rd 3r'. (63)2. • if - P-

Uei = -ep2 y n -jL(P) d3r, (64)

U11 = ,,nZiZ/IR,,. - A,1, (65)

U.ý = f P(f)Ex[P()(]d3r. (66)

Note that n m is excluded in the sum in Eq. (65). The meaning and the
notations of the above equations are mostly self-evident, except the et,[p] in
Eq. (66); this is the correction term arising from the many-body exchange and
correlation effects. The square bracket means that co is a functional of p.
Several different expressions for ec as a function of p, available in the
literature (for example, Wigner, 1934; Hedin and Lunquist, 1971; Ceperley
and Alder, 1980; Perdew and Zunger, 1981), have yielded similar results for
the structural properties of semiconductors. A minimization of E. with
respect to 0b,* with the constraint that the total number of electrons is a
constant, leads to the familiar Schroedinger single-particle equation:

[ + V(f)}bv(v) - (67)
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where z, is a Lagrange multiplier and V is an effective one-electron potential
containing three parts:

V =V11 + VC + V., (68)
Ve _e2~ 2 lP~2)d3r,. (69)

V,, is the Coulomb potential due to ionic charges Z.:

.1 = -e 21.Z,.JIf - QI, (70)

Finally, the exchange-correlation potential V.c is given by

V. = ex, + ,-- (71)

Thus, Eqs. (60) and (67)-(71) form a repeated loop, p --+ V - p 4) "- p, and
the calculation must be iterated until self-consistency is achieved. Following
this recipe for calculating the total energy, one calculates E. as a function of
ionic positions, finds the equilibrium configuration, then imposes a strain and
calculates the strain energy to deduce the elastic constants, following the
prescription of Section 2. The problem then becomes strictly computational.
The most challenging task is an accurate solution for the single-particle eigen
states of Eq. (67). For a crystalline solid, lattice translational symmetry
simplifies the problem, and band-structure techniques can be applied to
obtain the solution. Because the strain energy is many orders of magnitude
smaller than the total energy, very precise computation is required if one
hopes to obtain meaningful elastic constants. So far, at least two band-
structure methods have been demonstrated as reliable for all three elastic
constants: the plane-wave method using pseudopotentials (PP-PW) (Nielsen
and Martin, 1983, 1985a), and the full-potential linearized-muffin-tin-orbital
method (FP-LMTO) (Methfessel et al., 1989). Although the full-potential
argumented plane-wave method (FP-APW) (Krahauer et al., 1979; Wimmer
et al., 1981; Wei and Krahauer, 1985; Ferreira etal.1989) has produced
excellent lattice constants, structural energies, and bulk moduli, the complete
semiconductor elastic constants based on this method are not yet available.

Even if the total energies at different distortions can be calculated
accurately, there is still the problem of searching for the equilibrium atomic
positions in a distorted crystal, and the numerical determination of elastic
constants from energy differences. If the strain energy can be calculated
directly without taking the difference between two large energies, or if the
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derivatives can be calculated directly, not only can the computation time be
shortened, but the numerical errors will also be reduced. The quantum
mechanical theory of forces and stresses of Nielsen and Martin (1985b) and
the closely related direct calculation of elastic constants from linear response
theory of Baroni et al. (1987) represent the status of efforts in this direction.
The former has been carried out for all three elastic constants for Si, Ge and
GaAs (Nielsen and Martin, 1985a), while the latter has been done only on the
bulk modulus for Si; both are based on the PW-PP method. Table II shows a

TABLE 11

COMPARISON BETWEEN CALCULATED AND EXPERIMENTAL CONSTANTS'

Expt' FP-LMTO' PP-PW' TB

SI
a 5.431 5.41 5.45 5.431
B 9.923 9.9 9.3 9.923
C11 -C2 10.274 10.2 9.8 10.274
C44 8.036 8.3 8.5 8.013
c!24  11.1 11.30

0.54e 0.51 0.53 0.51
w 523 518 521 572

Ge
a 5.65 5.59 5.65
B 7.653 7.2 7.653
C - C 12  8.189 8.5 8.189
C. 6.816 6.3 6.84
c() 7.7 9.46
S0.44 0.49
co 303 302 342

GaAs
a 5.642 5.55 5.642
B 7.69 7.3 7.69
C1 I C12 6.63 7.0 6.63
C,, 6.04 6.2 5.79

7.5 7.83
0.48 0.50

w 273 268 292

*Comparison between calculated and experimental lattice constant a, elastic constants B,

C11 - C,. and C,,, Kleiman (1962) internal distortion parameter C, and the TO optical
phonon cw in wave numbers 1/cm. Also listed are C1, defined in Eq. (13). The FP-LMTO and
PP-PW are the ab initio theories described in Part 1, and TB is the tight-bonding theory in
Part III, Section 10. All elastic constants are in units of 10" dynes/con 2.

'All the experimental lattice constants are those tabulated by Zallen (1982). The experimen-
tal elastic constants are taken from Table III, and the phonon frequencies are from Table V.

"Methfessel et al. (1989).
'Nielsen and Martin (1985a).
"Cousins et al. (1987).
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comparison between theoretical calculations and experimental results. From
this comparison, it is fair to say that we have a very reliable ab initio theory
for the elastic constants for crystalline semiconductors based on the self-
consistent local density-functional theory. Note that Table I! also lists the

results from an empirical tight-binding (TB) theory to be discussed in

Section 10.

9. VALENCE FORCE FIELD MODEL

The preceding section showed that ab initio theory for the elastic constants

requires complicated computations. Accurate ab initio calculations for semi-
conductors have been obtained only recently and only for several systems.
On the other hand, phenomenological microscopic models of elastic con-
stants for all semiconductors have been available for some time. Of these, the
valence force-field model (VFF) is perhaps the simplest and the most useful.

This topic has been reviewed and well analyzed in a paper by Martin (1970),
and its conclusions constitute the main body of this section.

a. Diamond Structure

The original VFF model by Musgrave and Pople (1962) was for the

diamond structure, in which the elastic energy is a quadratic form, in terms of
the changes in each bond length Ari, in bond angles A061 , and in the products
ArjArj and AOj, between nearest-neighbor bonds. For elastic constants,
Keating (1966) showed that the VFF can be simplified by the following
approximation to the elastic energy of the crystal:

AE = 3 I [A(f, - i,)] 2 + 8-l Y [A(F, • Fj)] 2  (72)
2 i i>j

where the bond index i runs over all the bonds, but the i and j sum only over

those pairs of bonds that are connected to a common atom. In Eq. (72), d is
the equilibrium bond length and A(Fj • F) is the change in the dot product of

the two bond vectors that start at the common atom, point along the bo.-d
directions, and end at the first neighbor atoms. Following the calculational
procedure described in Section 2 for uniform expansion, the U in the VFF
under a uniform expansion can be shown to be U = 2(3ot + fP)e 2d 2/l, where
Q = a3/4 is the equilibrium volume per unit cell. Thus,

B = (CII + 2C 12)/3 = (az + fl/3)/a. (73)

184



30 A.-B CHEN, ARDEN SHER AND W.T. YOST

For the shear strain described by Eq. (9), Eq. (72) yields U = 4fie2/a. Thus,
according to Eq. (10),

C11 - C1 2 = 4f/a. (74)

For the shear strain described by Eq. (11) and with an internal displacement
a = (0, 0, u), Eq. (72) yields the following expression:

U = [t(e - ?1)' + f(e + q)2]/(8a), (75)

where u = ira/4. A comparison between Eqs. (13) and (75) shows that
= 16(a + #)/a3 , D = -4(a - P)/a 2, and C!' = (a + #)/a. Using these re-

suits in Eq. (14), we find that the Kleiman internal displacement parameter in
the present model is given by

S= (a - f#)/(a + "") = 2C 12/(C 11 + C 12 ). (76)

Equation (15) then produces

C4 4 = 2afl/[((x + #)a]. (77)

The three elastic constants given above are not independent and can be
shown to related to each other by the Keating identity (1966), or

IK = 2C 44(C 1 1 + C 12)/[(C11 - C1 2XC 11 + 3C 12)] = 1. (78)

b. Zincblende Structure and Coulomb Force

The Keating identity (1966) holds very well for systems with the diamond
structure but not so well for the zincblende compounds (see Table III). One
obvious difference between the two structures is the presence of Coulomb
interactions arising from charge shifts between the cation and anion sublat-
tices in zb semiconductors. Martin (1970) incorporated Blackman's (1959)
treatment of the Coulomb forces in the Keating VFF in the following
manner. First, the Coulomb energy was treated as a screened Madelung
energy EM. For example, in a uniformly expanded crystal with a bond length
r, the Coulomb energy was taken to be EM = - NcLMZ* 2e2/(sr), where N is the
total number of unit cells, aM = 1.6381 is the Madelung constant, and Z* 2/t is
the effective charge defined by the optic-mode splitting:

S = Z*2/- = p(cW4 -toI)/(4ne 2). (79)
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TABLE III

EXPERIMENTAL VALUES FOR CUBIC SEMICONDUCTORS-

C11  C12  C4, s a ' hi 1. loom

Cb 107.640 12.520 57.740 0.0 129.100 84.573 1.00 1.00 1.02
Sib 16.772 6.498 8.036 0.0 49.247 13.951 1.00 1.00 1.13
Geb 13.112 4.923 6.816 0.0 39.438 11.583 1.08 1.08 1.05
AlSbb 8.769 4.341 4.076 1.684 33.768 6.653 1.11 1.05 1.08
GaP t  14.390 6.520 7.143 3.815 46.965 10.448 1.12 1.05 1.08
GaAsb 12.110 5.480 6.040 2.827 40.895 9.159 1.12 1.06 1.05
GaSbb 9.089 4.143 4.440 1.569 33.123 7.412 1.10 1.06 1.06
InPt  10.220 5.760 4.600 3.766 41.095 6.250 1.20 1.07 1.03
InAsb 8.329 4.526 3.959 2.820 33.744 5.531 1.22 1.11 1.00
InSbb 6.918 3.788 3.132 1.372 29.909 4.951 1.17 1.11 1.05
ZnS' 9.420 5.680 4.360 6.788 37.026 4.571 1.33 1.07 0.95
ZnSC 10.790 7.220 4.120 6.788 45.126 4.341 1.28 1.02 1.01
ZnS' 9.810 6.270 4.483 6.788 39.947 4.300 1.42 1.13 0.90
ZnS' 10.460 6.530 4.630 6.788 41.880 4.828 1.33 1.08 0.95
ZnSeb 8.95 5.39 3.984 4.368 34.432 4.716 1.28 1.09 0.98
ZnSet  8.59 5.06 4.06 4.368 34.519 4.673 1.32 1.13 0.95
ZnSec 8.720 5.240 3.920 4.368 35.469 4.603 1.29 1.10 0.98
ZnTe' 7.130 4.070 3.120 2.566 29.976 4.452 1.18 1.06 1.05
ZnTec 7.220 4.090 3.080 2.566 30.204 4.558 1.14 1.03 1.08
CdTeb 5.33 3.65 2.04 3.105 27.058 2.455 1.34 1.07 0.98
CdTec 6.150 4.300 1.960 3.105 31.546 2.731 1.16 0.94 1.13
HgTeb 5.971 4.154 2.259 2.381 30.300 2.542 1.37 1.16 0.96
HgTec 5.63 3.66 2.11 2.381 26.919 2.542 1.37 1.15 0.95

4'Experimental elastic constants for some cubic semiconductors and the parameters of Eq.
(81) taken from Martin (1970), with the force constants a and P obtained from Eqs. (82) and
(83) and the identity relations 1K, I', and Isom given by Eqs. (78), (88), and (119), respec-
tively. The elastic constants are in units of 10"1 dynes/cm2 , and the force constants are in
l0' dynes/cm.

bData quoted from "Landolt-Bornstein Numerical Data and Functional Relationships in
Science and Technology," New Series, Vols. 17 and 22.

'Listed in the review by Mitra and Massa (1982).

In Eq. (79), co, and cot are, respectively, the longitudinal and transverse
phonon frequencies in the long-wave-length limit. Then, to counterbalance
the Coulomb forces, a repulsive force term was added and assumed to
contribute to the bond-stretching energy in the form

AER = - aMZ*2e ArJ(4e.d2). (80)

With the above two contributions added, the total strain energy is AET =

AE + AEM + AER, where AE is the VFF contribution in Eq. (72) and AEM is
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the change in the Madelung energy. The energies AET are expanded in a
power series, and only terms up to the second power in the strain are kept.
The AEM contributions arising from fixed values of the charge shift S = Z-2/:
on the atomic sites under different strains were worked out by Blackman
(1959). Using these results and defining

s = Se 2 /d4 = e2Z*2/(d'4E), (81)

Martin (1970) obtained the following modified expressions for the elastic
constants:

C11 + 2C12 = (3a + /)/a - 0.355s, (82)

C11 - 2C 12 = 4#1/a + 0.053s, (83)

S= [(a - fl)/a - 0.294s]/CM , (84)

C4 4 = (a + 3)/a - 0.136s - CMC2 , (85)

where C. is defined as

CM = (a + /3)/a - 0.266s. (86)

The above equations can be comb' -.d to yield

S= (2C 12  - C ')/(C11  + C 12  - C '), (87)

where C' = 0.314s. Since the extra parameters is fixed by the optic modes and
the bond length, the above results combine into a new identity, the Martin
identity (1970):

2C 44 (CII + C 12 - C')
(C 1 1 - C 1 2 )(C 1 1 + 3C 1 2 - 2C') + 0.831C'(Cl, + C 12 - C') (88)

Table III lists a set of experimental values of the elastic constants and the s
values for a number of diamond and zincblende semiconductors. These
values are used to compute the force constants a and / and the identity
expressions Ik and IM given in Eqs. (78) and (88), respectively. Several sets of
data are quoted for some of the systems to show the uncertainties in the
experiments for these systems. The table results clearly show that the
inclusion of the Coulomb energies improves the identity relation; the
deviations of IM from unity are 15% or less. Also listed are the values for
another identity relation, lBOM from Eq. (119), based on a tight-binding
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model to be discussed in Section 10. Martin further studied trends as
functions of the bond lengths d and the ionicity scalef of Phillips (1973) and
Van Vechten (1969). He found that a scales roughly as 1ld 3 , i.e.,

ad3/e2 = constant, (89)

where e is the electron charge. He also found the ratio between the
bond-angle and bond-stretching forces tend to decrease as f, increases and
scales roughly as

#3/ax 1 - f,. (90)

He further observed that if S of Eq. (79) is set equal to fi and if the a and fl
values are extrapolated, using Eqs. (89) and (90), from those fitted to the
average values of the B and Cl - C, 2 for Si and Ge, then all the elastic
constants can be predicted from Eqs. (82) through (86) to an accuracy of 10%.

It is interesting to compare Eq. (82) using the results of Eqs. (89) and (90),
with Cohen's (1985) empirical formula for the bulk modulus

B = (1971 - 224)/d3 5 , (91)

where B is in GPa, d in A, and A = 0, 1, and 2, respectively, for the group
IV, II-V, and II-VI semiconductors. Both Martin and Cohen's formulas give
B values to better than 10% for all materials tabulated in Table III. The B in
Eq. (91) scales as 1/d3 5 , whle in VFF it scales as 1ld'.

10. TIGHT-BINDING THEORY

In the semi-empirical tight-binding (TB) approach, the total energy of a
semiconductor crystal is assumed to be the sum of the electron energies ,(jk)
in the valence bands plus repulsive pair energies ui between the nearest-
neighbor atoms (Chadi, 1978):

ET= Eb, + U, = () + uij. (92)
v k i> j

Furthermore, the band energies are interpolated by using a TB Hamilto-
nian that contains term values of the atoms, and a handful of interaction
parameters between orbitals of the neighboring atoms. Despite the simplicity
of Eq. (92), recent first-principles theories have given some support to this
approximation.
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One virtue of the TB approach over valence force-field models is that it is a
quantum theory without much complication. As compared to first-principles
theory, the TB approach is easier to execute, particularly when applied to
complicated systems such as alloys and superlatices. In actual applications,
the TB calculation either is carried out using the full band-strý..ture
calculation (BS), or is approximated by simpler local theory such as
Harrison's (1980, 1983a, and 1983b) bond orbital model (BOM).

a. Band Structure Calculations

The simplest TB Hamiltonian contains the s and p atomic term values c.
and &P for both cations and anions, and the nearest-neighbor two-center
interactions V,,,, Vspd, VPP,, and VP,. To be more explicit, the 8 x 8
k-dependent Hamiltonian contains the term values as the diagonal matrix
elements, while the off-diagonal matrix elements between the cation and
anion orbitals are given by

Hn•,(k) = • e'i 'h.(d) (93)

where the sum runs over the four first neighbor atoms specified by the bond
displacements d. The ys are the orbital indices for s, px, p,, and p:. The h s.
values are related to the two-center V's by the Slater-Koster (1954) relations:

hs 5 =_V ,o, (94)

,= S"pa, (95)

X= eV, + (1 - )P, (96)

hxy = •za 2 (Vpp. - Vpp,), (97)

where a, = xjd are the direction cosines of d and the V's depend only on the
length d.

Once the values of these TB parameters and their dependences on the bond
length are known, the Hamiltonian at each k inside the Brillouin zone (BZ)
can be evaluated, and the summation of k carried out to obtain the band-
structure energy, which, when added to the repulsive energy, gives the total
energy of any specified geometry. All the elastic constants, associated internal
displacements, and transverse optical phonon frequencies, are easily calcu-
lable following the procedure of Section 2. The only point to note is the k-
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sum, which without strain can be calculated accurately by using the 10 spe-
cial k points (Chadi and Cohen, 1973) in the irreducible wedge of the BZ.
Under strain, the crystal symmetry changes; one needs to extend these special
k points to other nonequivalent wedges. However, since the sum of the
valence-band energies as a function of k is a rather smooth function, a
uniform sampling over the whole BZ converges very quickly. A 5 x 5 x 5
grid is sufficiently accurate for the required calculations. To avoid the
numerical inaccuracy inherent in direct energy subtractions, one can also
calculate the second derivatives directly by using perturbation theory.

Perturbation theory starts with the expansion of the k-dependent Hamilto-
nian H in powers of the infinitesimal strain parameter e, keeping terms up to
second-order:

H(k) = Ho + Hie + ½H2e2 , (98)

where Ho is the strain-free Hamiltonian, and H, and H 2 are, respectively, the
first and second derivatives with respect to e evaluated at e = 0. The oand
energy contribution to the strain coefficient then comes from the second
derivative of Eb with respect to e, denoted by

a 2 EbS _ 
c(vfkjHj Ick ) 12

&2 = X vkIH2 Ivk> +2 yyy -- ) , (99)Oe V k V C(k' ) - EA,( )

where tjk) and I ci•> are, respectively, the eigen energies and eigenvectors of
H. for the conduction bands, and vk stands for the valence bands. Note that
the inter-valence-band contributions in the second-order perturbation sum
cancel exactly so they are not needed in Eq. (99). To evaluate these matrix
elements one needs to have the first and the second strain derivatives of the
two-center interactions and the direction cosines a. For the strain para-
meters e defined in Section 2, and for the two center interactions V that scale
as 1/d", the following results are useful.

(i) For the bulk modulus, the direction cosines do not change, and we have

OV/ae = -nV and a 2'V/Oe 2 = n(n + l)V.

(ii) For C, 1 - C1 2 with e specified in Eq. (9), we get

aoc/le = ti(bil - ) a2•'ae2 = acj[3(6j1 + bi2) - 4]/3, aV/ae = 0,

and

S2 VOe2 = 4n /V3.

190



36 A.-B. CHEN. ARDEN SHER AND WT. YOST

(iii) For C. 4 with the strain e given in Eq. (11) and an internal displace-
ment u, we find

a V/0e= -not ,V, OV/eu = n2sv/d,

o/O= (,i1 + ,i2a.)/2 -:I:2.
ti/OU = -ci 3/d + aia3 /d, e 2 V/10e 2 = n(n - I)V/9,

02V/1u 2 = n(n - 1)V/(3d2 ),
0'ai/•e2 -- i(bil + 6i2)/12, a 2ati/Ou2 = -260 3 t3/d2,

e2 V/(Oeau) = -n(n + 2) 122,23/d,

and finally

0 2'a/(Oeau) = (j1•i12•i3 + 63 i2!123 + 2 6i32121 - 6a j1x 22 3 )/(2d).

Also note that three second derivatives of the band-structure energy are
needed, namely O2 EbJae 2, 2EbJ(0eu), and e 2EbJýu 2 for the evaluation of
C11, D, and 4) of Eq. (13), respectively.

b. Bond Orbital Model

Harrison's (1980, 1983a, and 1983b) bond orbital model (BOM) empha-
sizes calculations of the TB total energy in terms of local energies. One special
feature of the BOM is its universality. Another feature is that its simple and
often analytical forms provide direct insight into the essential physics.
Although BOM aims at predicting trends, it is reasonably accurate in many
cases.

The band-structure energy, or the center of gravity of the valence band, in
BOM is computed in the following steps. The terms involved are indicated in
Fig. 2.

(1) Construct the sp3 hybrid orbitals I h> for each atom; these hybrid
orbitals are directed toward the neighboring atoms. For example, the hybrid
in the [ 111] direction is given by

Ih> = (Is> + Ipx> + Ip,> + 1p.>)/ 2. (100)

The hybrid energy is then given by eh = (hlHIh> = (E, + 3U,)/ 4. In the
zincblende structure, the cation hybrid energy ec is in general different from
the anion hybrid energy &A . Note that the two hybrid orbitals of the same
atom but in two different directions are now coupled by the so-called metallic
energy V1 - <hlHIh') = (c, - Ep)/4.

(2) Construct the bonding and antibonding molecular orbitals, I b> and
Ia>, from the two hybrid orbitals Ihc> and Ih"> directed toward each other
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VIC

A
V2
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FIG. 2. Labels of the interactions between hybrids associated with an adjacent anion-cation
pair. VIA(VIc) is the interaction between two hybrids on the same anion (cation); the "covalent
energy" V2 is the interaction between anion and cation hybrids that point toward one another
along the bond direction; V' is the interaction between an anion hybrid in one direction and an
adjacent cation hybrid pointing in a different direction. The "ionic energy" V3 is half the
difference betwen cation and anion term values. The lower segment of the figure depicts the
splitting of the hybrid energy levels by the V2 and V3 interactions.

along the same bond by diagonalizing a 2 x 2 matrix with hc and z' on the
diagonal, and V2 = <hllHlhA> as the off-diagonal matrix elements. The
resulting energies for Ib> and Ia> are 6b = 2b - + V3 and c, = Eh +

/V + V3, respectively, where E,, = (4l + t')/2 is the mean hybrid energy,
V2 is the covalent energy, and V3 == (4• - Eh')/2 is the polar energy. The eigen
states can also be written explicitly in terms of these energies:

Ib> = /(1 + a)/21hA> + a(1 -- p)/2Ih'>, (101)

Ja> = - /(1 - xp)/2Ih A> + /(1 + ap)/21hW>, (102)
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where a , is called the polarity and is defined as

= V3/(V2 + V2)1 2. (103)

(3) The quantity eb would be the center of gravity of the valence bands, if
interactions between states on different bonds were neglected. Harrison
(1983b) incorporated these interactions in a perturbation theory in which the
change of the bonding energy is given by

A~b - , I<bIHja'>12/(Eb - E.'), (104)

where the sum runs over the antibonding states of the surrounding bonds.
Note that the interactions among the bonding states lead to the formation of
the valence bands, but do not shift their center of gravity; therefore, these
interactions need not to be considered in the total energy calculation.
Including the energy correction Atb, the final band-structure energy per bond
(which contains tw3 electrons) is given by

Eb = 2 &b + 2 A-b. (105)

Harrison (1980) referred to the second term as the metallization energy.
Besides providing a simple means for evaluating the center of gravity of the
valence electron, Harrison's BOM also provides a set of universal TB
parameters. Based on comparison with the free-electron band width (Froyen
and Harrison, 1979) and with empirical TB parameters, Harrison (1983b)
deduced the following set of universal two-center interactions:

V., = P1QEh2/(md2), (106)

with,, = - 1.32, ',,s = 1.42, tipp -- 2.22, and i/pp. = -0.63, where m is the
free-electron mass and d the bond length. In units where d is in A and V in eV,
V.., = 7.62 tj,,/d2. The pair-repulsive energy u in the BOM is taken as
resulting from the overlap of wavefunctions of the orbitals on the two centers
and was shown to have the form

u = uo(do/d)4, (107)

where do is the equilibrium bond length. The value of uo is determined by
requiring that do is the experimental value. Note that the d dependences of
both V,,, and u are taken to be the proper scaling not only among different
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systems, but also within the same system, as the bond length varies under
distortions.

Under these assumptions, the bond energy Ebnd, which is defined as the
difference between the energy per bond in a semiconductor and the average
energy per two electrons in the free atoms, i.e., Eb..d = Eb + uo - 2t, takes
the following simple form for a nonpolar semiconductor (Hurrison 1983a):

Ebo.d = V2 (l - am + 9a!./16), (108)

where am is called the metallicity and is defined as 2V1/V2. For a polar
semiconductor, E..d becomes slightly more complicated:

b,.d = 2ih - 2E - 2(V2 + V2)1/2

X [ - + al(V2C + V2)/(V2 + V2)], (109)

where ac. 1 - P2 is called the covalency, and Vic and ViA are the metallic
energies for the cation and the anion, respectively. The bulk modulus also
takes a very simple form; for a group-IV semiconductor, it reads

B= -2V 2(1 - 9cc/16)/(.,/3 d3), (110)

and for a polar semiconductor, it becomes
2 _9 3 a2 )V2C + 2)/V2+ V2)3)

B -=-2v12 8 a (5 C - 4)(v) + V1 + 2 3]/(,/3 d (111)

These expressions show that the bulk modulus varies as l/d5 in the pure
covalent case, and as l1/d 9 in the extreme ionic limit V3 > V2 . Note that this
result is different from the 1/d3 " dependence in Cohen's (1985) formula and
the l/d' scale in VFF.

Shear strains cause a semiconductor to shift away from perfect tetrahedral
symmetry. To deal with the shear elastic coefficient, the BOM has to be
modified. A simple approximation is the rigid hybrid model (Harrison,
1983b; van Schilfgaarde and Sher, 1987a and b), in which the hybrid orbitals
of each atom are assumed to remain in their original tetrahedral directions
despite the lattice distortion. Then the hybrids of two nearest-neighbor atoms
making up the bonding and antibonding states no longer are directed toward
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each other, as shown in Fig. 3. There is a misalignment angle 0 between each
hybrid and the line connecting the two atoms, and the convalent energy V2 is
given by

V2(0)=[v - 3cosV -cos O VP,, + 3(1 - cos P. (112)
4 17

The lowest-order change 45V2, caused by an infinitesimal angular misalign-
ment 60, is then given by

I
65V2, ( = 4 (-/3 V.P + 3VPP. - 3VP )(60)-. (113)

Under the strain e described in Eq. (9) for C, I - Cr2 , there is no bond length
change, and (60)' = 2e'/3. If one assumes that the metallization coupling is
only through the metallic energies Vic and VIA, as has been assumed so far,
then the change of the crystal energy is the change of the band-structure
energy due to 6V2 . Then, according to Eqs. (10) and (105),

4,3 aEOE

C 1 1 - C 12 = 3 -V22d3 c V2

c C(V/3/P, + 3VPP,,,- 3VP.) (114)

× 1 + -_ 94)(V2C + V 2 +

Harrison (1983b) has pointed out, however, that in addition to V,, other
interactions such as VI shown in Fig. 2 produce important contributions to
the shear elastic constant. By arguing that these other contributions must
cancel those associated with the change 6V2 arising from the metallization
energy in a rigid rotation, Harrison deduced the following expression:

C 1 1 - C12 7- 4d3 V , + 3VP,, P3,). (115)

Under the strain e for the C, 4 given in Eq. (11) and with an internal

displacement given by u = id/,/3 as described in Section 2, the bond
misalignment angles for the four bonds have the same magnitude with
(60): = 2(n + e/2) 2/9. The four bond lengths also change, with the change for
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FIG. 3. A schematic picture of the hybrids, treated as rigid, in a shear distortion leading to
Cl --Cz2

C1I 12'

one pair given by 6r1 = 3r 2 = 6 + E and by 6r3 = Jr4 = -5 + c for the other
pair, where 3 = (e - tl)d/3 and e = (I + e/2)2d/9. If again one assumes that
the metallization is only through V1, then the strain energy density can be
shown to be given by

U = 9B6 2/(2d 2) + 3(Cl1 - C 1 2 )(60)2  (116)
= B(e - ?1)2/2 + (CII - C 12X'i + e/2)2/3.

For a given strain e, U can be minimized with respect to n/, which yields the

Kleiman displacement parameter C = n// with C given by

C = (B - C/3)/(B + 2C/3), (117)

where C = C1I - C 1 2 . Finally, from U = C 4 e2/2, the following relation-
ship" is established:

9/C 4 4 = 6/C + 4/B, (118)

or

/BOM = 9BC/[C4 4 (6B + 4C)] = 1. (119)

7 This is an expression corrected from one published previously (van Schilfgaarde and Sher,
1987a and b).
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If one includes the effect of V1, the energy density will involve an additional
term that couples br and 60. Then the analysis is no longer simple.

The preceding explicit formulas for the elastic constants in BOM are not
much more complicated than the valence force-field model. However, they
relate macroscopic forces to intrinsic atomic interactions. It is interesting to
note that the simple identity relation of Eq. (119) holds very well. As can be
seen in Table III, this result is certainly better than the I, of Eq. (78), and is
very competitive to Martin's identity Im, which requires the inclusion of his
particular treatment of Coulomb forces. Because the Coulomb energy is not
included explicitly in Eq. (119), its contribution to the elastic constants is
probably small.

c. Numerical Results and Quantitative Applications

To study the quantitative aspect of the theory, one first needs to establish
the TB parameters. Table IV lists the term values we will use. The values of
the outermost valence levels are taken to be minus the experimental first
ionization energies listed in Kittel's (1986) book, and the other term values
are deduced from calculated extraction or promotion energies using norm-
conserved atomic pseudopotentials (Bachelet et al., 1982). These term values
are very similar to Mann's (1967) Hartree-Fock calculations used by
Harrison (1980), which are also given in Table IV. The major difference in the
two sets occurs in heavy elements, where relativistic s-shifts are important,
but were not included in Mann's results.

Table V lists the values of bond lengths, bond energies E ,nd, the elastic
coefficients B, C C 11 - C 12, and C4 4 , and the zone-center TO phonon
frequencies co for a selected group of systems to be examined in the remainder
of this section. Experimental values are also presented, with the exception of
extrapolations for the elastic constants of AIP and AlAs. Table VI compares
results between the BOM and the full band-structure (BS) calculation using
Harrison's universal TB parameters. Except for the Ge and HgTe values, the
agreement between the two calculations for Ebf,,d is within 10% or better. The
calculated Eb..d values are also in fair agreement with the experimental
values except for diamond. Since diamond has a much smaller bond length
than the rest of the systems, this discrepancy is an indication of a limit to the
scaling rules for both V.,, and u. Although the trends for the bulk moduli from
both calculations are similar, the calculational errors in the BOM can be as
large as 50%. Also note that the calculated values of B for most systems are
only about one-half of the experimental values. The tabulated values of C and
C,4 4 for BOM are based on Eqs. (115) and (118), respectively. Considering the
simplicity of these formulas, the agreement with the band structure calcula-
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TABLE IV

TERM VALUES USEDINTHE PRESENTCALCULATIONS AND MANNS(1967)HARTREE-

FOCK VALUES AS USED BY HARRISON (1980).

Present Mann
Element

Cu -7.72 -2.96 - 7.72 -2.37
Ag -7.57 -3.54 -7.06 -2.61
Au -9.22 -3.91 -6.98 -2.67
Be -9.32 -5.41 -8.41 -5.79
Mg -7.62 -2.97 -6.88 -3.84
Zn -9.39 -4.09 -7.96 -4.02
Cd -8.99 -4.17 -7.21 -3.99
Hg -10.43 -4.35 -7.10 -3.95
B -14.00 -8.30 -13.46 -8.43
Al -11.78 -5.98 -10.70 -5.71
Ga -13.23 -5.90 -11.55 -5.67
In -12.03 -5.56 -10.14 -5.37
C -19.81 -11.26 -19.37 -11.07
Si -15.03 -8.15 -14.79 -7.58
Ge -16.40 -7.75 -15.15 -7.33
Sn -14.53 -7.03 -13.04 -6.76
Pb - 15.25 -6.45 -12.48 -6.53
N -26.08 -14.54 -26.22 -13.84
P -19.62 -10.57 -19.22 -9.54
As -20.02 -9.93 -18.91 -8.98
Sb -17.56 -8.77 -16.02 -8.14
0 -28.55 -13.561 -34.02 -16.72
S -21.16 -10.39 -24.01 - 11.60
Se -21.41 -9.90 -22.86 -10.68
Te -19.12 -9.32 -19.12 -9.54
F -36.23 -17.44 -42.78 -19.86
Cl -25.81 -13.05 -29.19 -13.78
Br -24.95 -12.01 -27.00 -12.43
I -21.95 -10.79 -22.34 -10.97

tions is remarkable. However, the overall calculated values for these two
shear coefficients are also consistently smaller than the experimental values.

The above comparisons show that the BOM and BS calculations predict
similar qualitative trends for the binding energies and the elastic constants. In
this regard, the BOM has the advantage of providing explicit forms to show
the dependences on bond lengths and polarities. However, the merit of the
TB theory over the valence-force model is in its ability to incorporate atomic
quantities to mimic quantum mechanical effects. To be useful for specific
material science applications (for example in alloy surface segregation, see
Patrick et al., 1987 and 1988; Sher et al., 1988), the theory has to be more
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TABLE V

EXPERIMENTAL PROPERTIES OF SEMICONDUCTORS'

4E•.d B C CA4

C 1.540 -3.68 44.227 95.120 57.740 1332
Si 2.352 -2.32 9.923 10.274 8.036 520
Ge 2.450 -1.94 7.653 8.189 6.816 301
AlP 2.367 -2.13 8.600 6.900 6.150 440
AlAs 2.451 - 1.89 7.727 7.160 5.420 361
AISb 2.656 - 1.76 5.817 4.428 4.076 366
GaP 2.360 - 1.78 9.143 7.780 7.143 367
GaAs 2.448 - 1.63 7.690 6.630 6.040 269
GaSb 2.640 -1.48 5.792 4.946 4,440 231
InP 2.541 - 1.74 7.247 4.460 4.600 304
InAs 2.622 - 1.55 5.794 3.803 3.959 219
InSb 2.805 -1.40 4.831 3.130 3.132 185
ZnS 2.342 - 1.59 7.637 3.990 4.558 279
ZnSe 2.454 - 1.29 6.457 3.560 3.984 213
ZnTe 2.637 - 1.20 5.090 3.060 3.120 177
CdTe 2.806 -1.10 4.210 1.680 2.040 141
HgTe 2.798 -0.81 4.759 1.817 2.259 116

'Values of bond length d, bond energy Ebnd, bulk modulus B, and shear coefficient
C = CII - C 1 2 used to determine the parameters in Tables VII through XI. Also listed are
the experimental values of C,. and the TO optical phonon mode co at r to be compared with
the calculations. All the elastic constants are in units of 1011 dynes/cmr, d in A, E.,,a in eV,
and co in terms of wave numbers in 1/cm. All bond lengths are deduced from the lattice
constants quoted by Zallen (1982). The values of E,..d are taken from Harrison (1980), Table
7-3, except for AISb, ZnTe, CdTe, and HgTe, which are deduced from the Phillips (1973)
Table 8.2. The elastic constants are taken from Table III, and the phonon frequencies are
taken from values c-.'piled in "Landolt-Borstein Numerical Data and Functional Relation-
ships in Science and Technology," New Series, edited by K.-H. Helllwidge, Vols. 17 and 22.

quantitative. Successful quantitative application of the TB theory has been
made by Chadi (1978, 1979, and 1984) in his study of semiconductor surfaces.
The comparisons in Table VI indicate that the BOM should be treated
differently from the BS calculation when considered for quantitative applica-
tions. If one wishes to calculate the properties using the local picture, one
should use the BOM. If one wants to carry out the TB Hamiltonian precisely,
one needs to adopt a different set of parameters based on the BS calculation.
For this reason, we shall next consider quantitative applications of BOM and
BS calculations separately.

There are many ways to parametrize the TB theory. Chadi (1979, 1984)
used a simple form for the repulsive energy u = a + b(d - do) + c(d - do)2

and the same l/d2 scaling for the TB parameters V,... To keep the theory as
close to Harrison's (1983a and 1983b) form as possible but free it from the
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TABLE VI

COMPARISON OF BOM AND BS MODELS' PREDIcTIONS.'

Eond•, B C C,

BS BOM BS BOM BS BOM BS BOM

C -7.17 -7.08 49.31 47.39 67.15 67.10 44.45 51.78
Si -2.39 -2.50 4.65 4.18 7.19 8.07 5.10 5..2 9
Ge -2.03 -2.34 2.89 1.91 4.72 6.58 3.69 3.00
AlP -2.59 -2.54 3.81 4.21 4.45 4.83 3.45 4.10
AlAs -2.22 -2.20 3.12 3.66 3.85 4.07 2.91 3.50
AlSb - 1.64 - 1.62 1.99 2.47 2.75 3.12 2.11 2.5.4
GaP -2.32 -2.16 3.63 4.40 4.48 5.15 3.69 4.34
GaAs - 1.99 - 1.85 2.83 3.76 3.75 4.30 3.02 3.66
GaSb -1.53 -1.43 1.76 2.45 2.63 3.40 2.17 2.65
InP -2.21 -2.06 2.35 2.91 2.69 2.93 2.21 2.63
InAs - 1.89 - 1.74 1.93 2.67 2.38 2.52 1.90 2.32
InSb -1.43 -1.28 1.28 1.97 1.81 2.17 1.48
ZnS - 1.83 - 1.79 3.46 3.74 3.53 3.62 2.71 3.30
ZnSe - 1.52 - 1.48 2.67 3.06 2.75 2.67 2.08 2.53
ZnTe - 1.15 -1.05 1.82 2.16 1.88 1.87 1.50 178
CdTe -1.06 -0.97 1.24 1.47 1.22 1.14 0.96 1.13
HgTe -0.72 -0.49 1.23 1.72 1.33 1.31 1.11 1.30

'Comparison of the tight-binding theory using the full band structures (BS) and the bond
orbital model (BOM for bond energyes Eb.,d, bulk moduli B, and shear coefficients C =
C,1 - C,, and C,,. All energies are in eV and elastic constants in 1011 dynbes/cM2 .

1/d2 and l/d'4 scaling rules for V... and u, respectively, we assume the

following forms:

K V°,.(dold)' (120)

and

u =uo(do/d)", (121)

where the superscript and subscript 0 indicate the values evaluated at the
equilibrium bond length do. For simplicity, the values of V(°) are taken to be
Harrison's values given in Eq. (106) scaled by a factorf:

vO -fV ," (122)

Thus, there are four parameters for each system: the scaling parameter f,
the powers n and m, and the value uo. These parameters can be determined by
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requiring that the .i-iodel produce the correct experimental values for Ebnd,

do, C1 1 - C,- and B. Since C11 - C, 2 is only governed by V.1) in both
BOM and 'and calculation, it alone determines the scaling factorf Then the
bond energy E•,ld can be used to determine ua. The requirement that the first
derivative of ET be zero at do then determines the ratio of the powers n/m,
which couples with the equation for the bulk modulus to yield the values for n
and m. One can then use these sets of parameters to check the validity of the
model by calculating other quantities not employed in the fitting, e.g., C. 4,
the internal displacement parameter C, and the optical phonon frequencies w
at the zone center. If the results are acceptable, the model can be extended to
more complicated systems such as alloys and superlattices with local
environments similar to the bulk crystals.

Table VII shows the results forf, n, m, and uo obtained from the preceding
fitting procedure by using the full band-structure calculations, and the
corresponding values of C,4 , ', and co calculated for consistency checks. The
scaling factorf ranges from I to 1.4 and tends to decrease with an increase in

TABLE VII

FULL BAND STRUCTURE CALCULATION'

f n m uo C",

C 1.390 2.840 3.767 21.924 48.393 0.121 1,459
Si 1.326 3.040 5.001 6.938 8.013 0.511 572
Ge 1.388 3.204 5.278 6.415 6.841 0.487 342
AlP 1.294 3.530 5.598 6.435 5.827 0.516 447
AlAs 1.464 3.524 5.430 7.089 5.598 0.459 384
AiSb 1.337 3.268 5.668 4.838 3.944 0.564 354
GaP 1.395 3.705 5.683 7.285 6.857 0.501 382
GaAs ).397 3.633 5.716 6.530 5.791 0.500 292
GaSb 1.431 3.471 5.717 5.519 4.515 0.536 256
InP 1.323 4.240 6.633 5.603 4.260 0.584 304
InAs 1.300 3.997 6.427 4.962 3.564 0.552 220
lnSb 1.353 3.773 6.399 4.350 3.092 0.602 200
ZnS 1.062 3.308 5.996 4.225 3.727 0.632 325
ZnSe 1.134 3.420 5.994 4.260 3.164 0.576 233
ZnTe 1.284 3.306 5.828 4.285 2.813 0.590 205
CdTe 1.171 3.656 6.761 3.092 1.701 0.694 156
HgTe 1.173 3, , 7.074 3.080 2.040 0.716 152

"The results for the parameters f, n, m, and u. obtained from the fitting of the
bond energy, bond length, bulk modulus, and shear coefficient C I - C, 2 of Table
V using the full band structure calculation. Also listed are the calculated C",
internal displacement parameter s, and the TO optical phonon mode Wv at r. All the
elastic constants are in units of 10'' dynes/cm 2 , uo is in eV, and co are wave
numbers in I/cm.
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polarity. In the power dependence of V.,. oc (do/d)", n ranges from 2.8 to 4.3,
which is larger than the n = 2 used in Harrison's universal TB parameters.
For the repulsive pair energy u = uo(do/d)m, the power m ranges from 3.8 to
6.8. The ratio min falls in the range from 1.3 to 1.9, which is smaller than the
rimn = 2 used by Harrison. The calculated values of C44 for most systems
agree with the experimental data to 10% or better, except for diamond and
ZnS. Note that the experimental data for ZnS are rather dispersed. The
calculated TO optical phonon modes at F in 1/cm for most group IV and III-
V systems also agree with experiments to 1T , or better. The discrepancies for
the II-VI systems are larger, about 15 %. Reliable results for C from both
experiments and first-principles calculations are available only for a limited
number of systems. The calculated C in the TB model agrees very well with
those results, as shown in Table I. The overall results for C44 , 1, and co in the
TB calculations are equivalent to those based on the valence force model,
including Martin's Coulomb force corrections. By construction, the TB
model also produces the correct cohesive energies, bond lengths, bulk moduli
and shear coefficient C 1I - C1 2 , because these quantities are used to fit the
parameters.

The results in Table VII are based on the term values given in Table IV and
the TB parameters scaled from Harrison's universal parameters. It is useful to
know how the predictions are influenced by these parameters and the fitting
procedure. Table VIII shows the results based on Chadi procedure in which
the TB matrix elements V., are scaled as l/d2 , and the repulsive pair energy is
taken to be u = uo + u,(d - do) + u2(d - do)2 . The parameter uo is set to
produce the correct bond energy, u, is determined by requiring the correct
equilibrium bond length, and u 2 is fixed by the bulk modulus. Two sets of TB
parameters are tabulated for each system: One is the set used by Chadi (1978,
1979, and 1984), and the other is the set obtained by multiplying Harrison's
V,,, by scaling factorf listed in Table VIII. For convenient comparison, the
zero of the term values is set equal to the anion s energy. Despite considerable
differences in these two sets of TB parameters, the results of the predictions
from both sets are very similar and also very similar to those predicted from
the other procedure used for the results in Table VII. The only noticeable
difference between the predictions in Table VIII and Table VII is that the
present procedure produces larger phonon frequencies and slightly smaller
C 44 values. We also note that the fitted parameters uo, ul, and u2 and the
predicted values for Chadi's elastic constant set in Table VIII are not the
same as Chadi's published (1979) values; these give bulk moduli about 20%
smaller than the experimental values, but give considerably better phonon
frequencies.

To parametrize the BOM, several different stages of approximations can
be made. However, for a general application, the full BOM steps presented in
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TABLE VIII

Two SETS OF TB PARAMETERS.*

sI

tA CA C
3 ZC ep Y ,,. Fp. W

Chadi 0.0 7.20 0.0 7.20 -2.03 2.55 4.55 -1.09
Present 0.0 6.88 0.0 6.88 -2.41 2.59 4.05 -1.15

UO U, U2  C C4 4  C1. w

Chadi 7.29 -9.98 23.90 10.66 7.89 11.38 0.49 620
Present 6.93 -9.70 23.42 10.27 7.83 11.39 0.51 592

GaAs

CA A C VM yAP0 V
, E, 9 P v. vp,. v,,.P

Chadi 0.0 9.64 5.12 11.56 -1.70 2.40 1.90 3.44 -0.89

Present 0.0 10.09 6.79 14.12 -2.34 2.52 2.52 3.94 -1.12

U0 u, U2 C C44  C44  w

Chadi 5.12 -7.12 18.22 6.36 5.60 8.77 0.54 339
Present 6.53 -8.39 19.90 6.63 5.70 8.53 0.54 322

"Comparison between the two different sets of TB parameters described in the text, the resultant
expression coefficients uo, U1i, u2 of the repulsive pair energy u, and the predicted elastic constants,
Kleinmann internal displacement parameters C, and phonon frequency 0 from Chadi fitting
scheme.

Eqs. (100) to (105) for calculating Eb should be followed, regardless of
approximations. The simplest model, referred to as BOM(1), is to include
only VIA and Vic in the matrix element <bIHIa'> for the calculation of the
metallization energy in Eq. (104). The next approximation, BOM(2), is to
include V1 as well. Finally, one can include all the first-neighbor interatomic
TB parameters in b HtI a'>; this will extend the I a'> to those belonging to the
second-neighbor bonds. This last approximation will be referred to as
BOM(3).

Table IX shows the results for BOM(1) following the parameterization
procedure described in Eqs. (120) to (122). The fittted parametersf, n, m, and
uo are substantially different from those based on the BS calculations. The
predicted C4 for the group IV and III-V systems are slightly larger than the
experimental values, but good for the II-VI systems. The calculated C values,
although not all smaller than those in Table VII, are smaller on the average.
The predicted phonon frequencies are too high.

The parameters and the predicted results from BOM(2) are listed in
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TABLE IX

BOM(1) CALCULATIONS'

f n m U0 C" t

C 1.440 2.896 3.809 22.345 61.098 0.142 2,103
Si 1,356 3.208 5.166 7.023 9.729 0.447 695
Ge 1.395 3.666 5.854 6.383 8.240 0.506 416
AlP 1.047 3.334 5.842 4.418 6.627 0.460 571
AlAs 1.264 3.530 5.685 5.538 6.668 0.431 491
AISb 1.179 3.170 5.831 3.818 4.482 0.511 411
GaP 1.154 3.439 5.744 5.239 7.500 0.453 496
GaAs 1.179 3.337 5.647 4.863 6.340 0.456 358
GaSb 1.274 3.354 5.797 4.456 4.950 0.500 302
InP 0.999 3.579 6.490 3.413 4.558 0.522 388
InAs 0.995 3.167 5.960 3.081 3.787 0.496 260
InSb 1.126 3.228 6.105 3.091 3.267 0.543 224
ZnS 0.692 2.750 7.262 1.642 4.312 0.580 401
ZnSe 0.750 2.823 6.839 1.821 3.685 0.544 287
ZnTe 0.888 2.715 6.484 1.987 3.156 0.531 248
CdTe 0.734 2.720 8.394 1.018 1.949 0.660 189
HgTe 0.732 2.202 8.810 0.842 2.140 0.677 177

"The results for the parametersf n, m, and uo obtained from the fitting of the bond energy,
bond length, bulk modulus, and shear coefficient C,, - C12 of Table V using the BOM(1)
described in the text. Also listed are the calculated C", internal displacement parameter C,
and the TO optical phonon mode to at r. All the elastic constants are in units of 10"
dynes/cm2 , uo is in eV, and co is given in terms of wave number in 1/cm.

Table X. These parameters more closely resemble those in Table VIII than do
the values from BOM(1). However, the predicted C,, values are still too
small, and the C values are too large, but the co values are better than those
from BOM(l).

Table XI contains the results from BOM(3); these approach those of the
BS calculations. In comparison with Table VII and the experimental values
in Table V, the BOM(3) does well for co, produces slightly smaller C,,4 , and
probably slightly larger C values.

In conclusion, the TB method is a reasonable approach to the static elastic
properties of semiconductors. If carried out rigorously, the TB parameters in
Table VII will provide quantitative results for superlattices, alloys, and
possibly surfaces in which the local environments are similar to those in the
bulk. The quantitative predications of BOM are not as good as the BS
calculations, but are still reasonable. The fitted parameters given in Tables IX
to XI allow different stages of approximations to be made using the BOM.
This is especially useful for more complicated systcmns, because computation-
ally the BOM is about two orders faster than the band structure calculations.
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TABLE X

BOM(2) CALCULATIONS"

f n m Uo C 44 COCro

C 1.440 2.896 3.809 22.345 55.161 0.319 1672
Si 1.356 3.208 5.166 7.023 7.520 0.652 597
Ge 1.395 3.666 5.854 6.383 6.106 0.720 358
AlP 1.283 3.440 5.493 6.171 5.094 0.677 511
AlAs 1.472 3.543 5.419 6.979 5.103 0.640 440
AlSb 1.342 3.249 5.580 4.771 3.256 0.706 373
GaP 1.371 3.540 5.490 6.901 5.916 0.688 428
GaAs 1.387 3.455 5.452 6.306 4.864 0.681 317
GaSb 1.414 3.398 5.593 5.305 3.681 0.717 264
InP 1.307 3.846 6.115 5.339 3.446 0.744 354
InAs 1.298 .3.528 5.731 4.834 2.806 0.706 243
InSb 1.342 3.464 5.910 4.204 2.351 0.747 207
ZnS 1.062 3.102 5.728 4.075 3.016 0.726 373
ZnSe 1.141 3.150 5.587 4.181 2.577 0.688 271
ZnTe 1.283 3.067 5.498 4.140 2.270 0.704 231
CdTe 1.178 3.271 6.216 3.011 1.319 0.764 177
HgTe 1.169 3.046 6.116 2.916 1.457 0.793 162

"The results for the parameters f, n, m, and uo obtained from the fitting of the bond energy,
bond length, bulk modulus, and shear coefficient C1, - C, 2 of Table V using the BOM(2)
described in the text. Also listed are the calculated C,,, internal displacement parameter C,
and the TO optical phonon model w at r. All the elastic constants are in units of 1011
dynes/cm 2, u0 is in eV, and w is wave number in 1/cm.

11. SEMICONDUCTOR ALLOYS

The systems to be considered in this section are alloys of the diamond and
zincblende semiconductors, both the ordered and disordered alloys. The
ordered alloys include binary compounds such as SiC, and ternary com-
pounds, such as GaInAs 2, in three crystal structures of the types CuAuI,
chalcopyrite, and CuPt as shown in Fig. 4 (Bernard et al., 1988). The
disordered alloys include binary solutions such as Si1 ,Ge. and pseudobin-
aries such as Hg1 _.Cd Te and GaAs1 _.Sb , where x is the fractional
concentration. These alloys have been widely used and studied; however,
detailed information about their elastic constants is scarce both experimen-
tally and theoretically. One reason for the lack of rigorous calculation is that
the elastic constants of these systems are more complex; existing theories are
not as accurate, particularly for disordered alloys. Another reason may be
attributed to the fact that most properties of these alloys, including their
elasticity, were thought to be reasonably well approximated by the concen-
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TABLE XI

BOM(3) CALCULATIONS'

f n m Uo Ct

C 1.336 2.901 3.872 20.814 47.691 0.135 1,531
Si 1.262 3.251 5.346 6.484 7.472 0.580 562
3e 1.302 3.886 6.264 5.942 6.171 0.658 333
AIP 1.193 3.43 5.77 5.722 4.936 0.541 452
AlAs 1.369 3.559 5.507 6.498 4.812 0.490 387
AISb 1.249 3.253 5.669 4.402 3.248 0.619 343
GaP 1.276 3.550 5.575 6.422 5.738 0.542 373
GaAs 1.290 3.445 5.511 5.855 4.724 0.549 281
GaSb 1.318 3.415 5.704 4.923 3.670 0.621 239
InP 1.210 3.812 6.153 4.929 3.398 0.604 304
InAs 1.199 3.456 5.724 4.442 2.755 0.579 216
InSb 1.245 3.411 5.943 3.871 2.367 0.657 188
ZnS 0.968 3.062 5.848 3.618 3.120 0.630 343
ZnSe 1.040 3.097 5.671 3.727 2.611 0.580 247
ZnTe 1.178 3.019 5.573 3.371 2.301 0.601 212
CdTe 1.065 3.198 6.368 2.621 1.403 0.690 165
HgTe 1.059 2.937 6.262 2.523 1.563 0.730 154

"The results for the parametersf, n, m, and uo obtained from the fitting of the bond energy,
bond length, bulk modulus, and shear coefficient C11 - C1 2 of Table V using the BOM(3)
described in the text. Also listed are the calculated C,,, internal displacement parameter C,
and the TO optical phonon mode co at r. All the elastic constants are in units of 1011
dynes/cm2, uo is in eV, and wo is wave number in 1/cm.

tration-weighted averages of their constituents. Because of the rudimentary
state of the theory, we shall deal only with the simplest elastic constant, the
bulk modulus. Our focus is on the difference between the alloy bulk modulus
B and the concentration-weighted averaged value B, i.e., AB = B - R. There
are several fundamental questions that can be addressed. Is AB positive or
negative? Do the sign and the magnitude of AB depend on the state of order?
How can we calculate the bulk modulus in a disordered system? Analysis of
these questions constitutes the content of this section.

a. Ordered Alloys

Long-range ordering has been found to exist in many epitaxially grown
111-V semiconductor alloys (Kuan et al., 1985; Jen et al., 1986; Kuan et al.,
1987; Thim et al., 1987; Klein et al., 1987; Huang et al., 1988; Gomyo et al.,
1987 and 1988; Norman et al., 1987; Shahid et al., 1987). Wei and Zunger
(1989) have given a rather complete list of these ordered alloys, most of which
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0<

04

FIG. 4. Three ABC 2 structures studied: (1CuAuI structure ordered in [001] direction. (b)
Chalcopyrite structure ordered in [201] direction. (c) CuPt structure ordered in [111) direction.
(Extracted from Wei and Zunger, 1989.)
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are of the form ABC 2 existing in three different types of structures, CuAuI,
chalcopyrite, and CuPt; all have their atomic plane= stacked as ACBCACBC,
but along three different directions, (100), (201), and (111), respectively, as
shown in Fig. 4. There have been several first-principles calculations made to
study the structural properties of these compounds; these focused mainly on
the cohesive energies and bond lengths. These results have been compared
with TB calculations by Yeh et al. (1990). As indicated in the preceding
section, one virtue to fitting the TB model for the bulk semiconductors is to
use it for interpolating alloy properties. Table XII lists the results for the bulk
moduli of a number of III-V and I1-VI alloys derived from full TB band
structure calculations using the parameters given in Table VII. Also listed are
the average values and percentage deviations from the mean AB/B. Note that
all AB values are negative and that most of the magnitudes are small, except
for Ga 2AsSb and Ga 2PSb; the latter has the largest difference in the
constituent compounds among the alloys listed. Although the magnitudes of
AB get larger for systems with larger differences in the bond lengths, the
dependence does not seem to be a simple function of the bond length
difference. The uniformly negative AB values also appeared in the first-
principles local-density functional calculations for ordered GaAsSb alloys by
Ferreira et al. (1989), as shown in Table XIII.

TABLE XII

ORDERED ALLOYS: TB ELASTIC CONSTANT CALCULATIONS'

AB/D x 100

Alloy Bch Be. ZBc, 9 Ch Ca Cp

AIGaAs 7.695 7.693 7.689 7.009 -0.18 -0.20 -0.25
AIGaP 8.858 8.858 8.854 8.872 -0.15 -0.15 -0.20
GalnSb 5.226 5.202 3.156 5.312 -1.61 -2.07 -2.92
AllnAs 6.705 6.691 6.661 6761 -0.83 -1.03 -1.48
InGaAS 6.610 6.579 6.508 6.742 - 1.96 -2.42 -3.47
InAIP 7.876 7.860 7.774 7.924 -0.61 -0.08 - 1.88
GalnP 8.007 8.035 8.878 8.195 -1.44 -1.95 -3.87
GaAsP 8.328 8.291 8.294 8.417 -1.05 -1.50 -1.46
GaAsSb 6.314 6.198 6.157 6.741 -6.34 -8.05 -8.66
GaPSb 6.584 6.297 6.188 7.468 -11.84 -15.68 -17.14
HgCdTe 4.470 4.472 4,471 4.485 -0.33 -0.28 -0.31
HgZnTe 4.890 4.887 -4.632 4.925 -0.71 - 0.76 -5.93
CdZnTe 4.611 4.604 4.338 4.650 -0.85 -1.00 -6.72

'Bulk moduli (in 10" dynes/cm 2 ) of ordtiJ !;' ys calculated using the full TB band-
structure method described in Section 10. The three structures are chachopyrite (Ch), CuAul
(Ca), and CuPt(Cp) types. B is the average value of the constituent compounds, and
A B - B.
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The reason for the negative values of AB, in a very qualitative argument, is
that the bulk moduli of semiconductors scale inversely as high powers of the
lattice constant, and, at the same time, the alloy lattice constant is approxi-
mated well by the mean value, by Vegard's law (1921). This implies that the
value of B at the mean lattice constant should lie below the straight-line
average. Since the TB results for the bulk moduli constants should not be
qualitatively different from the valence force-field model (VFF) predictions,
most of the key physics for the bowing of B should be contained in a VFF
analysis. The major effects in the VFF can in turn be realized from the
following simple analysis.

Consider the local structure of a CuAuI or chalcopyrite crystal ABC 2.
Focus on a local tetrahedral cluster A2B2C with the two A atoms and two B
atoms on the vertices of the tetrahedron and the C atom near the center. Let

the coordinates of the two A atoms be (- 1, 1, - l)d/i,/3 and (- 1, 1, - 1)d/

3/3 and the two B atoms be at (1, 1, 1)d/j/3 and (1, - 1, - 1)d/../3. Let the
force constants be kA and k., and equilibrium bond lengths be dA and dB for
the AC and BC bonds, respectively. To attain equilibrium, the central C atom

is displaced by (E, 0, O)d/,/i. We further define mean values j = (dA + dB)/2
and k = (kA + k,)/2 , relative differences 6o = (dA - dB)/d and A0 = (kA -

kB)/k, and d = d(1 + 3). Then the AC bond is stretched by an amount
d(6 + t/3 - 60/2) from its equilibrium value, and similarly, the BC bond is
compressed by d(3 - 1/3 + 6,/2). The strain energy for any arbitrary 6 and E
is given by AE = d2[kA(6 + &/3 - 6o/2)2 + kB(b - z/3 + 6o/2)2]. When AE is
minimized with respect to 6 and e, one finds 6 = 0 and s = 360/2, and the
minimum AE is zero. If the crystal expands uniformly with 6 having a fixed
small value, then t becomes t = 360/2 - 3Ao6 and AE = 2k(1 - A&2/4)d 2 62 .
Thus, the effective spring constant is

keff "-/(1 - A0/4), (123)

which is smaller than the average value k. This weakening of the restoring
force constant in the alloy is due to the internal displacement, represented by
z in the preceding model, which provides an extra degree of freedom for
relaxation in response to the external stress. The bulk modulus B is
proportional to keff/d, so the alloy bulk modulus minus the mean B is then
given by

AB = B(60A0 - 62_ - A0/4), (124)

where we recall the definitions 60 = (d, - d2)/l and A0 = (k, - k2 )/lk Since

and 60 and A0 tend to have different signs, the bond ltngth difference gives an
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extra negative contribution to AB (the first two terms). If both the bond-
stretching force constant a and the bond-angle restoring force P in the VFF
are included, the equilibrium value of AE is no longer zero, but the deviation
AB can also be shown to be similar to Eq. (123) and is given by

AB____ _03a+ # 6 (Ao!)2  
_ /4 (15AB( 3a+ ) 0 (a + 2f)(3a (125)

where Ao = (l- a2) and C = (al + a2)/2 and similarly for A#3 and fi.
Equation (125) reduces to (124), if P is set equal to zero.

The above descriptions illustrate two mechanisms for the negative AB
values, the I/a4 scaling of B, with q ranging from 3.5 to 9, and more degrees of
freedom for internal relaxation. Quantitative results should be described by
TB, because in addition to the strain energy, there is also some chemical effect
built into the TB theory. Although these ordered compounds have been
found from epitaxial growth, the bulk moduli are probably difficult to
measure, because these alloys are not single bulk crystals and because the
ordering is only partial. It is interesting to note that the B values for a SiC/
AIN alternating layer superlattice along (100) and for the constituent
compounds have been calculated by Lambrecht and Segall (1990) using the
LMTO; their percentage deviation from the mean AB/A was found to be
about - 2'/, which falls in the range of the ternary alloys in Tables XII and
XIII.

Not all the mechanisms considered above apply to the ordered compounds
of the elemental semiconductors, because internal relaxation under pressure
may not be allowed, e.g., if the structure is assumed to be zincblende.
Unfortunately, a simple analysis of the elastic constants of the 4-4 com-
pounds cannot yet be made, because the tight-binding and VFF parameters
have not yet been extended to deal with the atomic pairs not existing in the

TABLE XIII

ORDERED ALLOYS: BULK MODULI'

GaAs GaSb Ga 2AsSb Ga 4 As 3Sb Ga4 AsSb 3

Structure zb zb CA CH CP LU FA LU FA

B 7.46 5.18 6.10 5.92 5.96 6.52 (.58 5.40 5.31
AB/R x 100 -3.5 -6.3 -5.7 -5.4 -4.5 -6.1 -7.7

"Calculated bulk moduli for GaAs, GaSb, and GaAsSb ordered alloys by Ferreira et al.
(1989), and the corresponding percentage deviation from the concentration-weighted average.
The structures are zincblende (zb), CuAl (CA), chachopyrite (CH), CuPt (CP), luzonite (LU),
and famatinite (FA).
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constituent crystals. However, several first-principles calculations have been
made on the ordered SiC and SiGe (Martins and Zunger, 1986; Qteish and
Resta, 1988; van Schilfgaarde, 1990). The main results are listed in Table
XIII; the theoretical results were calculated for the zincblende structure. The
plane-wave pseudopotential (PP-PW) calculation of Martins and Zunger
(1986) for SiC gave a - 21% value for AB/B, which is in reasonable agreement
with the experimental value of - 17%. This is consistent with the qualitative
argument based on the 1/dq (q > 3.5) scaling of B. The theory also yielded a
negative formation energy, which also agrees with experiment. For SiGe, the
theoretical calculations cited in Table XIV gave positive formation energies,
which are consistent with the fact that no ordered bulk compounds of SiGe
have been grown. However, some weak ordering has been found in the
epitaxial SiGe films (Ourmazd and Bean, 1985). The calculated values of AB/
B for the zincblende SiGe are either slightly above or just below zero. These
differences, however, fall witlin the uncertainties of the present first-princi-
ples theory. The best conclusion that can be drawn from these results is that
the B value for SiGe should be very close to the mean value.

b. Disordered Alloys

Disordered binary alloys A I -,,B, of diamond semiconductors and pseudo-
binary alloys A -_,B.,C of zincblende semiconductors AC and BC are
considered in this section; they are not amorphous materials, as they still

TABLE XIV

BULK MODULI OF ORDERED BINARY ALLOYS AB OF THE DIAMOND SEMICONDUCTORS A AND B
FROM THEORIES AND EXPERIMENT

SiC PP-PW* Experiment

B(C) 50.3 44.23
B(Si) 9.53 9.92
B(SiC) 23.4 22.4
AB/li(%) -21 -. 17

SiGe PP-PW4  pp-pWb ASK FP-LMTO"

B(Si) 9.53 9.8 8.80 9.58
B(Ge) 7.75 7.7 6.25 7.05
B(SiGe) 8.73 8.7 7.38 8.31
AB/B(%) 1 0 2 0

"Martins and Zunger (1986).

"bQteish and Resta (1988).
'van Schilfgaarde (1990).
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possess their co--tituent diamond and zincblende lattices, respectively, as
characterized by their crystal diffraction patterns. We shall consider the
pseudobinaries first. The alloying atoms A and B in these alloys belong to a
fcc sublattice, and the C atoms to the other sublattice. However, the positions
of the A and B atoms are not necessarily locked precisely on the lattice sites.
The extended x-ray absorption fine-structure spectroscopy (EXAFS) data
(Mikkelsen and Boyce, 1982 and 1983; Boyce and Mikkelsen, 1985; Balzar-
otti et al., 1985) have consistently shown a bimodal distribution of the bond
lengths in these alloys, although the average lattice constant follows the
Vegard (1921) law a = (1 - x)aAC + xaBc. Figure 5 shows an example of the
results for the bond lengths in GaI _.,InAs deduced by Mikkelsen and Boyce

2.60
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I-I

0 0.2 0.4 0.6 0.8 1.0

GCOMPOSITION (x in Ga XInAs)T

FIG. 5. Near-neighbor bond lengths (GaAs and InAs in the Gal -. n1 As alloy) as a function
of composition x, measured by EXAFS (Mikkelsen and Boyce, 1982).
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(1982) from their EXAFS data. In a first approximation, the crystal structure
of an alloy can be viewed as having the A and B atoms on their fcc sublattice
with an average lattice constant, while the C atoms are distorted away from
their lattice sites, in a way similar to the local structures of the three ordered
superlattices considered earlier. The difference is that there is no long-range
superlattice ordering of the A and B atoms in the disordered state. This
simple crystal picture is only a first approximation; the EXAFS experiments
just cited also indicate that the sublattice of the A and B atoms is less than a
perfect fcc. There are also theoretical calculations (e.g., Sher et al., 1987; Wei
et al., 1990) that suggest a certain degree of short-range ordering in these
alloys, namely that the arrangement of the A and B atoms is not random.
Figure 6 shows an example of the calculated deviations (Sher et al., 1987) of
the probabilities from random distribution, Ap, = p. - pO for Gal -In•,As as
a function of alloy concentration x, where p. is the probability of having n Ga
atoms and 4-n In atoms on the vertices of a local tetrahediai cluster in the
alloy, and p' = 4CQ(1 - x)"x'"", where 4C, is a binomial coefficient, is the
corresponding value for the random distribution.

The structural energy needed for calculating the elastic constants of a
disordered alloy is an ensemble average of the total energy over the
distribution of the alloying atoms under strains. It has been demonstrated
(Ferreira et al., 1989) that the total energy of a semiconductor can be
decomposed into the sum of multisite correlation energies, from the single-
site, the pair, and up to a cluster containing a handful of sites. In other words,
the multisite correlation energies converge to zero quickly at a manageable
number of sites. This implies that the structural energy of an alloy is an
average of these multisite correlation energies. Connolly and Williams (1983),
working on metal alloys, proposed that these multisite correlation energies be
deduced from the ordered systems that are composed of the same atoms. This
scheme allows a direct application of the first-principles theory in the
calculation of the energy parameters. These energetics can then be used in the
alloy statistics such as in the cluster variational method of Kikuchi (1951) or
in the Monte Carlo calculations to deduce the distribution functions or the
average properties. This theory has been carried out extensively for semicon-
ductor alloys by Ferreira et al. (1989), and respectable re.sults have been
obtained for the phase diagrams and alloy equilibrium properties. For this
theory to fit the elastic constants requires detailed dependences of the
multisite energies under different strains that have yet to be worked out. Also,
the validity of using the energy parameters deduced from ordered alloys in
the disordered systems needs to be examined further.

There is a different cluster approach, which directly relates the alloy
Hamiltonian to the distribution function (Gautier et al., 1975; Chen et al.,
1987; Berera et al., 1988; Dreysse et al., 1989). In this approach one focuses
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FIG. 6. Cluster populations relative to those in a random alloy xj - i, for clusters with
n, = 0, 1, 2, 3, 4 B atoms for a Ga1 ,_.zIn 1As alloy equilibrated at 600 K.

a particular cluster in an alloy ensemble. The average energy per cluster can
be written (Chen et al., 1988) as

>=X •(~n.~ i) + h pP. (126)

on where t. is the energy of a cluster detached from a given alloy configura-
tion, and hm is the interaction energy, which is the change of energy of the
combined system when the cluster is put back into the alloy. In Eq. (126), p. is
the probability that a cluster is of the type n, specified by the number of A and
B atoms and their arrangements, and P.m is a conditional probability that the
surrounding environment is in state m when the cluster is in state n. The
factor 1/2 in Eq. (126) is to eliminate the double counting in the total average
alloy energy <E> = M(<>, where M is the ratio between the size of the alloy
and the cluster. If one writes <z> = I p.t(n), then an effective cluster energy
can be defined as

e(n) = (n + hm,) PRm (127)
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This procedure is particularly useful when the interaction energy is
short-ranged. One can start with a small cluster and a given probability
distribution, then calculate the effective cluster energies from Eq. (126). These
energies are then used in a statistical theory to deduce a cluster distribution,
which in turn is used to calculate a new set of e(n) and distribution functions,
and the process is iterated until it converges. It should be pointed out that to
compute the total energy of an alloy quantum mechanically, one needs to
solve the Schroedinger equation for a Hamiltonian that does not have the
lattice translational symmetry so indispensable in traditional band-structure
theory. If the fluctuation of the alloy potential from the virtual crystal
approximation (VCA), where the alloy potential is approximated as the
concentration-weighted average, is small, then the next leading correction to
VCA can be obtained from perturbation theory. This should work for most
semiconductor alloys except for systems with large potential fluctuations
such as Hg1 ,-,Cd.,Te (Chen and Sher, 1982; Spicer et al., 1982; Hass et al.,
1983). A more general but more difficult approach is to extend the present
molecular coherent potential approximation (MCPA) (Hass et al., 1983) to
clusters and to achieve a triple self-consistency (Chen et al., 1987): consisten-
cy between cluster distribution and Hamiltonian, between the Hamiltonian
and electron density, and between the self-energy operator 1 in the cluster
CPA theory and the potential fluctuations. To date this theory has been
carried out only for metal alloys, and then only within the single-site KKR-
CPA with a random distribution (Schwartz and Bansil, 1975; Gyorffy and
Stocks, 1978). Major work is needed to determine if this approach can
achieve the same degree of rigor for disordered alloys as self-consistent
density functional theory, which has been successfully used in dealing with
crystalline semiconductors.

The above idea has been applied to an elastic medium model to deduce a
mean field theory for the internal strain and bulk modulus in semiconductor
alloys (Chen et al., 1988). This theory starts by assuming that the alloy has an
effective lattice constant and effective modulus. When part of the effective
alloy medium is replaced by a specified cluster, there will be strain energy
introduced. It was shown that this strain energy can be taken as the effective
energy &(n) for that cluster, the probability distribution p, within a statistical
theory can then be deduced. The internal strain energy is calculated as
E = M<e> = M X pg(n). When the alloy is under an external pressure 6SP,
the effective cluster energy will change by an amount 6E(n), which implies a
change of the total energy by an amount 6E = M(&b(n)). Then the bulk
modulus of the alloy can be obtained from AE = 1(2iP)2 V/B, where V is the
alloy volume. The mean-field nature of this approach is evident from the fact
that the calculation requires knowledge of the alloy lattice constant and
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elastic constants that are only assumed and are required to be calculated self-
consistently. To illustrate this self-consistency procedure, let us consider the
following simple spring model for a random pseudobinary alloy A ,B.IC.
The cluster corresponds to the four bonds surrounding an "impurity" atom
A or B, and the environment of the cluster corresponds to the 12 bonds that
connect inwardly to the cluster and outwardly to a rigid lattice of the effective
alloy. It is worth mentioning that there have been detailed analyses of the
valence-field force models for the strain energies of semiconductor alloys in
regard to the range allowed for lattice relaxation (Martins and Zunger, 1984;
Chen and Sher, 1985). It was found that by neglecting the bond-angle forces,
one can use a shorter range of lattice relaxation to obtain the correct mixing
enthalpies and bond lengths. The simple model considered here works
amazingly well for these properties.

Let the spring constants for the pure AC and BC compounds be kA and kB,
respectively, and the effective alloy spring constant be k, with similar
notations for the bond lengths dA, dB, and d. When an A atom is embedded in
the medium, all 16 bonds under consideration will relax, and the strain
energy is given by

e(A) = kjk(d - dA) 2 , (128)

where

k, = 4kAk/(3kA + k). (129)

A similar energy E(B) is obtained, when a B atom is embedded. The effective
bond length d is obtained from a minimization of the average cluster energy
E = (1 - x)E(A) + xe(B) with respect to d, which yields

d = [(1 - x)kldA + xk2dB]/[(1 - x)kl + xk 2]. (130)

When the alloy is compressed, the alloy bond length is reduced to d(1 - e),
where e is a macroscopic strain corresponding to the external pressure. The
pressure-induced strain energy for the 16 bonds in the medium is 6E =
8k(de) 2, and 6E = 2k(de)2 for each cluster. Embedding an A atom in this
compressed medium, one finds the total strain energy for the 16 bonds to be

1
EA = kj(d - dA - 4de) 2 . (131)
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To obtain the extra cluster energy &e(A) induced by the pressure, we subtract
e(A) of Eq. (127) and the background energy for the surrounding 12 bonds
from EA to give

6e(A) = -4k,(d - dA)de + 8k,(de) 2 - 6k(de) 2 . (132)

Similarly, the following expression for &(B) is obtained when the embedded
atom is B:

iE(B) = -4k 2(d - dB)de + 8k 2(de)2 - 6k(de)2 . (133)

Thus, the change of the average cluster energy that is due to the pressure is
given by 6E = <•(n)> = (1 - x)&(A) + x5tz(B), which, when equated to
2k(de)2, leads to the following self-consistent equation for the effective spring
constant k : k = (1 - x)k, + xk 2 . The k can now be solved analytically when
both the expression for k, in Eq. (129) and the similar expression for k2 are
used. The result is

k = (k>[1 - 3x(1 - x)(bk/<k>)2], (134)

where <k) = (1 - x)kA ± xkB is the mean spring constant and bk = kA - kB
the difference. It is interesting to compare this result for the 50/50 alloy, i.e.,
k = (l _ jAo) with the value k(1 - A.2/4) in Eq. (123) for the ordered alloys
in the CuAuI and chalcopyrite structures. The alloy spring constant is slightly
below the straight-line average, and the bowing is larger for a disordered
alloy than for the corresponding ordered compound. Using the effective
spring constant of Eq. (134), we find that the effective bond lengths for most
alloys also bow slightly below their mean value,

d = <d> + 4x(1 - x)(dA - dB)(kA - kB)k/[(3kA + k)(3kB + k)] (135)

because the spring constant tends to increase as the bond length decreases.
To compare the calculations above with experimental data for pseudobin-

ary alloys, we were able to find results for GaAIAs (Landolt-Bornstein, 1988),
CdZnTe, CdMnTe, and HgCdTe (Quadri et al., 1986). For GaAIAs, the
following linear x dependences were measured (Landolt-Bornstein, 1988):
CII = 11.85 + 0.14x, C12 = 5.38 + 0.32x, and C,4, = 5.94 - 0.05x. This lack
of detectable bowing is expected, because of the nearly equal bond lengths of
the two constituent compounds and small differences in the elastic constants.
The bulk moduli in the three II-VI alloy systems mentioned were obtained
from high-pressure x-ray diffraction data. For HgCdTe, the results are similar
to those for the GaAlAs in that both the bond lengths and the bulk moduli of
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TABLE XV

MEASURED ELASTIC CONSTANTS IN 10" DYNESMCM 2 OF SiGe ALLOYS BY BUBLIK ETAL (1974)

Alloy C1 1 C 12  C,4

Si 0 .28Geo. 7 2  16.1 + 0.8 8.35 + 0.8 8.55 + 0.4
Sio 5 4Geo. 46  17.0 + 0.8
Si 0 .46Geo 36 17.1 4- 0.8

HgTe and CdTe are so close that the differences in B between the alloys and
the pure crystals were beyond the experimental resolution. However, a 5% Zn
in CdZnTe alloy was found to give a 1501 increase in the B value from the
pure CdTe value and a 10% Mn in CdMnTe gave a 21% decrease (Quadri
et al., 1986). These significantly large changes in the B values caused by
smaller concentrations cannot be explained from the above considerations.

The qualitative model considered above does not apply to the binary alloys
A I _ A . because in these alloys both the A and B atoms can be found in both
sublattices, and the local bond length arrangement is more complicated than
the pseudobinary alloys. However, one can expect that there are still more
degrees of relaxation in the disordered binaries than in the ordered com-
pounds. Therefore, one would conclude that the bulk modulus of the
disordered 50-50 SiGe alloy would have a smaller value than those tabulated
in Table XIII for the ordered compounds. At least one would not expect the
alloy B values to be significantly larger than the mean values A. However, the
only experimental data available (Bublik et al., 1974), Table XV, show that
all three elastic constants for these alloys at three different concentrations
exceed the values for Si, and that AB/B is as large as 20%, despite the fact that
the bond length difference between Si and Ge is only about 3% and the
measured alloy lattice constants are only bowed slightly below the average.
This, and the unexplained results for the II-VI alloys, point to the need for a
more systematic study of the elastic properties of semiconductor alloys, both
experimentally and theoretically.

IV. Dislocations and Hardness"

Hardness has proven to be a useful probe of the mechanical properties of
the brittle semiconductors. Here we will use the term hardnass to refer
specifically to Vickers' hardness, unless otherwise noted. In the Vickers'

"8Much of this section is adapted from "Final Report" (AFOSR-F49620-85-0023) by M. A.
Berding (1988). SRI International, Menlo Park, California.
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hardness measurement, a square pyramidal indenter is used, and the hardness
number is given by the applied load divided by the area of the indentation
(i.e., units of pressure). Hardness has been found to be an intrinsic property of
the material, because it is relatively independent of the applied load. One
advantage of hardness measurements for semiconductors is that, in contrast
to bending tests, only small samples are necessary for conventional Vickers'
hardness measurements, or for nanoindenter measurements (Fang et al.,
1990). and relatively thin epitaxial films can be probed. Additionally, unlike
conventional tcsts used to measure yield stress, hardness measurements can
be made at room temperature, which is far below the usual plastic regime for
most semiconductors. As such, the hardness measurement provides a conve-
nient and usable probe.

The question remains, though, as to the interpretation of the hardness
measurement in semiconductors: Just what property or properties of a
semiconductor are we measuring when we measure hardness? In metals, an
empirical relationship is found between the hardness H and yield stress Y,
such that H = 3 Y

In metals, this relationship can be justified on the basis of continuum
theory, as discussed in McClintock and Argon (1966). In semiconductors
such a simple relationship between H and Y is not necessarily appropriate for
several reasons. During deformation in metals, many slip planes can be active
because the Peierls barriers for dislocation motion in most directions are low.
In contrast, because the bonds in semiconductors are strongly covalent, the
Peierls barriers are high and dislocation in the (111)1/2<110> slip system
dominate.

To date, there is no complete quantitative theory of hardness in the
semiconductors in which the temperature dependence, photoplastic effect,
and the alloy hardening effect are included. Sher et al. (1985) proposed a
model of hardness for the semiconductor compound that gives good quanti-
tative agreement with experiment, but this model does not provide an
explanation for several of the observed dependences of hardness. This model
of hardness in semiconductors differs from more conventional interpretations
and suggests that hardness is dominated by dislocation-dislocation interac-
tions, as opposed to dislocation activation and motion terms. We discuss the
results of an improved quantitative model of hardness below.

12. SLIP SYSTEMS

In the dislocation interaction hardness model, Vickers' hardness is found
to be dominated by the interaction energy of an idealized array of dislo-
cations that has been generated by the indenter. The idealized array
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can be considered as a first approximation to the more realistic dislocation
tangles found experimentally, leading in higher order to an expansion in
dislocation configurations. In this idealized array, no account is taken of the
true slip systems active in the semiconductors. Experiments (Hirsch et al.,
1985) have demonstrated that, in Vickers' hardness, slip occurs primarily on
the { 111}Il10> glide set, where the threefold symmetry of slip and rosette
lines occurs at the intersection of the { 111 } planes with the (111) surface.

For indentation on the (111) plane, dislocations can glide on the (111)
plane parallel to the surface or on one of the three other { 111 } planes with a
total of four active slip planes. Although the detailed analysis differs from that
given previously (Sher et al., 1985), the contribution to the hardness from the
interaction energy is comparable to that previously calculated. This contribu-
tion to H is directly proportional to the shear coefficient.

13. PEIERLS ENERGY

The Peierls energy is difficult to calculate precisely because of dislocation
charge effects and reconstruction at the dislocation core. In the context of the
hardness measurement we calculate the Pejerls energy in order to evaluate
the importance of this contribution to the Vickers' hardness number.
Although it is generally agreed that dislocations in semiconductors move
through the generation and propagation of double kinks, in the hardness
measurement, the region about the indenter is grossly plastically deformed.
Because the dislocation velocity is low at room temperature (see below), the
large dislocation pile-up model proposed by Sher et al. (1985) may be
appropriate. If the dislocation separation is small, dislocation motion
through kink processes will be suppressed and the dislocations will propagate
as a complete unit.

To get from Configuration A to Configuration B in Fig. 7, we must break a
row of bonds. Since the long-range strain fields should be comparable in the
two configurations as well as in intermediate configurations, the Peierls force
can be calculated from local energy considerations only. The energy to break
a bond at the dislocation core is approximately given by

n

Ub= 2Vf 2 V +V2sect- - + -(e- E,), (136)

where V2 is the covalent energy, V3 the ionic energy, s..t the metallization
energy, Vo the bond overlap energy, n is I for III-V and 2 for II-VI
compounds, and 0 and E4 the hybrid energy for the anion and cation,
respectively. The first two terms in Eq. (136) account for the loss of the
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----------- -------------------------------- PLANE

(a) CONFIGURATION A

S------ -------------------------------------- PLANE

(b) CONFIGURATION B

FIG. 7. Atom configurations during the slip of a dislocation. (a) Configuration A; (b)
Configuration B.

bonding energy of the two electrons in the breaking bond, the third term
accounts for regaining the repulsive interaction energy of the bond, and the
fourth term accounts for the energy gain to transfer electrons back from the
cation to the anion. We note that the electron orbitals of the atoms at the
dislocation core are left in the sp3 hybrids after the bond breaking. The
expression in Eq. (1 36) represents a theoretical maximum of the Peierls
energy, since no reL&-.-'struction at the core has been included.

To calculate the Peierls energy per unit length, we consider a primary
dislocation in the (TI0> direction in a zincblende compound. The number of
bonds per unit length in (T10> is given by l/b, where b is Burger's vector.
Thus, the Peierls energy per unit length is given by

EP = y =J I , (137)

where d is the bond length.
We can now calculate the Peierls force, or the force per unit length

necessary to move a dislocation over the potential barrier, as illustrated in
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Fig. 8. The Peierls energy is related to the Peierls force through

EP = FPL, (138)

where

b
L = - (139)2

is the distance between Configuration A and Configuration B. Solving for FP
in terms of Ub and d, we arrive at:

F 3 Ub

FP = 3 d2 '(140)

or

/33 Ub
" ] = 2 8 d3  (141)

Values for Ub and rP are summarized in Table XVI.
Now we incorporate the Peierls energy into the hardness model for low

temperature where the full barrier must be surmounted. The Sher model is
based on energy considerations. The Vickers' hardness number is given by
the applied force divided by the area of indentation. Multiplying the
numerator and denominator by h, the depth of indentation, we have

E

N x* I

* I

* i

A B

FIG. 8. Schematic of the dislocation potential as a function of its position.
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TABLE XVI

CALCULATED PEIERLS STRESS AND HARDNESS FOR VARIOUS ZINCBLENDE SEMICONDUCTORS. WITH

EXPERIMENTAL HARDNESS VALUES FOR COMPARISON'

Ub TP HP Hi,, HP + Hi,, Help

C 11.35 23,300 1940 9244 11,18A 10,000
Si 5.95 3430 286 1098 1384 1370
Ge 6.67 3440 286 893 1179 1000
Sn 5.66 1930 161 - - -

AlP 6.04 3410 284 - - -
GaP 6.15 3500 292 903 1195 940
InP 5.78 2640 220 548 768 520
AlAs 5.90 3000 250 - - 505
GaAs 6.03 3000 256 750 1006 580
InAs 5.64 2340 195 469 664 430
AISb 5.08 2840 237 524 761 400
GaSb 5.36 2180 182 553 735 450
InSb 4.92 1670 139 365 504 230
ZnS 5.14 3000 250 515 765 -
CdS 4.77 2750 229 288 517 -

HgS 5.68 2590 216 - - -
ZnSe 4.92 250C 209 462 671 137
CdSe 4.59 1890 157 254 411 -
HgSe 4.523 1840 154 232 386 -
ZnTe 4.42 1720 143 374 517 82
CdTe 4.01 1350 113 222 335 60
HgTe 3.99 1360 113 230 343 25

"The U values are in eV, and the others in kg/mm2.

H = E/(W2h), where E = Fh is the energy of indentation, and h is the depth
of the indentation. Including the interaction energy only we have

H Gcot= F -In + + sin 2  (142)
6n7(= - v) L k 2  ) 3 2]

where 0 is one half the indenter angle. To include the Peierls energy, we
consider the total energy necessary to move the dislocations from their initial
to final positions in the idealized model. The hardness is then given by:

H = Hi,,2 + HP2 (143)
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where

=EP (144)W 2 h

is the Peierls contribution to the hardness, and Ep is the total Peierls energy
expended. The total length of dislocation to be moved is calculated to be

I W3

LT = _ cos2 0. (145)

The total Peierls energy is given by

Ep-Ub 1 UbW3
2

SUbLT = 1 bW3 C$2 0 (146)

Thus, we have

1 Ub
HP = 3 - cos 0 sin 0. (147)

For 0 = 450,

1 Ub (148)p -- 6 b 3 "

Values of Hp are summarized in Table XVI. Several features of Hp should
be noted. First, we have used a zero-temperature value of the Peierls energy.
Because hardness measurements are typically done at room temperature, one
should take the thermal energy into account; this will reduce the values of Hp
from those listed in Table XVI. Also shown in Table XVI are Hint, Hit + Hp,
the best theoretical estimate for H, and H,,p. Note that, like Hi, Hp is
independent of the applied load, in agreement with experiment. Also note
that Hp improves the agreement between theory and experiment for the hard,
nonpolar materials. For the softer, more ionic materials, H is overestimated
by the theory. The overestimation of H may be because of neglect of
dislocation velocity effects and their temperature dependence, as discussed
below.
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14. TEMPERATURE DEPENDENCE

Here we summarize the experimental results and discuss a tentative theory
of the temperature dependence of the hardness.

Several recent studies on the temperature dependence of hardness serve to
illustrate the behavior. Results for GaAs and Ge are shown in Fig. 9. The
(I 11) and (100) faces of GaAs have been examined by Hirsch et al. (1985) and
Guruswamy et al. (1986), respectively. Results for the Knoop hardness on the
(100) face of n-type Ge are also shown (Roberts et al., 1986). The (100) face of
GaAs and the Ge show a definite temperature dependence with a relatively
temperature-independent region for T < 450 K and an exponential tempera-
ture dependence for T > 550 K:

H = HoeU/kT, (149)

with

U 0.24 eV (150)

for (100) GaAs. The results for GaAs (1ll) appear to follow a similar
behavior.

The temperature dependence of hardness suggests that two different
mechanisms may determine hardness in the two temperature regimes. At low
temperature, the hardness is nearly independent of temperature and may be
limited primarily by dislocation interactions. Dislocation mobility is low at
low temperatures, and the tendency for dislocation pile-up is high. At
elevated temperature, the dislocation mobility is increased, so that disloca-
tions move more readily under an applied stress. Therefore, at higher
temperatures, dislocation pile-up is reduced and the hardness is limited by
lattice friction, which shows a strong temperature dependence.

V. Concluding Remarks

The experimental methods available to measure elastic constants vary
greatly in their accuracy and in the size of samples required. Generally, those
that measure the velocity of sound are quite accurate, some yielding elastic
constants to one part in 106. These methods are also capable of measurin,
higher-order elastic constants, a subject not treated in this paper. However,
the samples required for these measurements must be large, of the order of
several centimeters, and must be perfect bulk single crystals. Many semicon-
ductors, alloys in particular, are only grown as thin films on disparate
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FIG. 9. Measured hardness of Ge and several GaAs samples as a function of temperature.

substrates. For these examples, the velocity-of-sound methods fail, and the
less accurate Raman and Brillouin scattering techniques become the methods
of choice. Their accuracy is about 1 to 4%, which is adequate for many
practical applications.

Most group IV, 111-V compound, and I1-VI compound semiconductors
have been studied, and their elastic constants tabulated. A few remain to be
examined, and several should be reexamined because different experimenters
do not agree on the results. The situation in the pseudobinary alloys is quite
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different. Few alloy systems have been adequately studied; those studied have
mostly fallen into the class of materials in which the bond lengths of the
constituents nearly match. More interesting results are expected from alloys
with a bond length mismatch. Such studies would yield a wealth of informa-
tion on mechanisms responsible for correlations in these alloys, and perhaps
even on those responsible for producing the ordered alloys that have been
grown recently.

We have emphasized the utility of various parameterized models for
treating nonideal situations. However, the most powerful new theoretical
developments are in the area of first-principles theories. The advent of self-
consistent local density theories (Hohnberg and Kohn, 1964) more than
20 years ago, and the advances in methods to solve the Schroedinger
equation, are making real applications, as evident from the excellent struc-
tural and elastic properties produced by these theories (see Table II and
Anderson et al., 1985). Recent progress in the full-potential LMTO method
(Methfessel and van Schilfgaarde et al., 1990), in the non-self-consistent
approach (Harris, 1985; Foules and Haydock, 1989; van Schilfgaarde et al.,
1991), and the Carr-Parrinello (1985) quantum molecular dynamics exten-
sion has increased solution speeds into the realm in which it is practical to
attack many mechanical property problems. Moreover, LDA has now been
extended to include many-body corrections (Hybertsen and Louie, 1987), so
properties that are sensitive to conduction bands can now be computed
accurately. As computational speeds continue to increase, these methods will
evolve into practical engineering tools.
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Abstract

We calculated excess pair energies of GaAIAs alloys in the bulk and on the surface of a semi-infinite

crystal in a generalized perturbation method using a third-neighbor tight-binding Hamiltonian parameters

derived from an ab-initio density functional theory. This Hamiltonian has produced good electronic and

structural properties for GaAs and AlAs. Calculated excess pair energy for the bulk alloy is nearly zero,

suggesting a disordered equilibrium bulk state, and that for the Ga-Al pair on the (100) surface is found

to be strongly negative. The o, bonds are found to be three times more attractive than the 7r-bonds,

which strongly sug'zst the tendency of ordering in the CuAu I structure observed experimentally. From

the magnitude of this attractive pair interaction the critical temperature for the order-disorder transition

is estimated to be 900K.
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Ordering in semiconductors is of both scientific and technological interest. The phase
transition induced by strain, chemical energy differences, surfaces are of vigorous scientific

study. Properties of alloys grown for materials engineering such as improved band gap.

structural and electronic properties are altered, and mostly favorably, by ordering. For
example, alloys grown for improved electron mobility, will exhibit further dramatic increase

due to ordering.

(An Ban:: Please write here a para or two on status of experimental and

theoretical research on ordering in semiconductors and difficulties to explain

ordering GaA1As)

Previous calculation of sublimation energy of surface atoms from two extreme surface
coverages concluded that less energy was required to remove a Ga atom from a completed

than from nearly empty (100) GaAs surface (Krishnamurthy et al., 1990a). This suggested

a possibility of repulsive Ga-Ga surface interactions with Ga surrounded by vacancies

as a lower energy state. The repulsive interactions were interpreted to be caused by

charge transfer between dangling Ga and newly exposed As bonds. In such a case, if Al

atoms are preferred at vacant sites due to its lower dangling bond level than Ga, then

growth of ordered GaAIAs is possible by low temperature growth methods such as MBE.

A preliminary calculations carried out with empirical band structures strongly suggested
such a possibility (krishnamurthy et al., 1991).

The empirical band structures, even when they are carefully constructed for the cases
studied, are limited in versatility and accuracy, while most of the existing first principles

calculations are computationally too demanding to study realistic problems. The best

and numerically tractable first principle theory is given by the local density approxima-

tion (LDA) (Hohenberg and Kohn, 1964; Kohn and Sham, 1965). Widely used accurate

methods to solve LDA equations either by plane wave method (Ihm and Cohen, 1980; Niel-
son and Martin, 1985; Wang et al., 1989) or by linearized muffin-tin orbitals (Anderson,

Jepsen, and Sob, 1987; Methfessel and van Schilfgaarde, 1990, Christensen et al., 1990),
and linearized augmented plane waves (Zunger and Freeman, 1977; Mbaye, Ferreira, and

Zunger, 1987) are discouragingly time consuming for the approach considered here.

We use the linear combination of atomic orbitals (LCAO) method in a tight-binding

form whose parameters are obtained from first-principles (Jenson and Sankey, 1987, 1989;
Sankey and Niklewski, 1989; Chelikowsky and Louie, 1984; Vanderbilt and Louie, 1984).

This Hamiltonian uses pseudo-atomic-orbitals, computed self-consistently from a free-atom
calculation within LDA, as the basis. The bulk band structures and total energies are

calculated with an assumption that the charge density in the solid is the superposition
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of atomic charge densities(Harris, 1985). Due to charge transfer in the solid, the wave

function in the III-V compounds are more localized than the corresponding atomic wave

function. Linear combination of atomic function do not adequately describe the wave

function in the solid. The basis functions are made more compact by multiplying with a

function (Methfessel,1990)

1

(e 3(r -ro) +1)

and renormalizing it. These compress parameters, 8 and r0 have been varied to obtain a

local maximum in cohesive energy. As a general rule of guidance, we start with twice the

value of Pauling radius for r0, and a value of 2.5 for #. The obtained electronic structure

and structural properties such as equilibrium bond length, cohesive energy per bond, and

bulk moduli are in excellent agreement (Krishnamurthy et al., 1992) with experiments and

other calculations.

The studies of preferred phases during layer-by-layer crystal growth involves minimi-

zation free energy with various parameters such as alloy concentration, order parameter,

temperature and so on. Free energy contains two parts, viz., enthalpy and entropy. Ent-

halpy is calculated from the excess energy necessary to form a cluster of two or more atoms.

Entrcpy is obtained from the number of ways of arranging such a cluster. Many models

are used to calculate these cluster energies (Zunger, Das sarma, Krishnamurthy). In this

letter, we report an accurate evaluation of these energies with a mathematically rigorous

formalism and first quantitative explanation for observed ordering in GaAlAs alloys.

We calculate the excess energies in an approach known as generalized perturbation me-

thod (GPM), which is computationally straightforward with TB Hamiltonian and is based

on Green's function (GF) formalism. This method can efficiently calculate cluster ener-

gies of arbitrary size and has been successfully used in phase diagram studies(Ducastelle

et al., 1976,Turchi et al., 1987). Its generalization to use first principles Hamiltonian with

nonorthogonal basis is given here in brief.

With orthogonal basis set a Greens function G is conventionally defined such that

(E + i6 - H)G = 1 is satisfied. When the overlap matrix S is different from unit matrix,

the corresponding GF Grm will satisfy (ES + ib - H)Gm = S. It can be shown (JAM,

Lohez+Lannoo) that Gm plays the same role as conventional G in the calculation of

physical quantities such as density of states and total energy. For example, the density of

states and total density of states are respectively L Im Tr(Gm ) and • Im Tr (ln(Gn)).

If we define an intermediate GF, Gk such that (ES + i5 - H)Gk = 1, the required G"I is
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GkS. We calculate the surface and bulk Gk by simply replacing (E-H) by (ES-H) in tile

difference equation method (Chen et al., 1989).

The calculation of excess energies in GaAlAs invariably involves clusters of Ga and Al.

In GPM, the reference medium is random alloy and most suitable method of obtaining

band structure of such an alloy is by the coherent potential approximation (CPA). Once a

CPA-alloy is constructed, the cluster, whose excess energy is to be determined, is placed

in the CPA medium. For example, if Ga-Al 'near-neighbor' pair energy is required, two

near-neighbor CPA atoms are removed and Ga-Al pair is placed there. Then the new

Hamiltonian is H = H + V where R is CPA Hamiltonian and V is the perturbation

potential due to substitution.

When the change in S due to substitution is neglected, new GF using Dyson expansion,

is

Gk =-k + GkVGk

=(I -_ kV)-lk (1)

multiplying both sides of Eq.(1) by S,

Gm = om + ok VGm

= (I- _kV)-IGm (2)

Then the change electronic energy,

AEele = _j'iImTr(ln(Gm) - ln(Om))dE

Im ITr FIn(1 -GkV)dE (3)

To simplify further, we write

(1 - GkV)= (1 - GOV)(1 - tGd)

t= V( _- 67k 1  (3)

where ,k is sum of diagonal (G0) and non-diagonal (okd) in site index. From Eq. (2) and

(3) and using the expansion that ln(l-x) = - -, we get the expression in the familiar

form,
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AEe,= I JmTrJIn(I -GV ImTr I:

ho + E Vijk..titjtk... (4)
ijk..

If the presence of both bulk and surface are considered, the h0 is approximately tile

difference in site term value- and i. often a dominant meclanism for surface segregat]u.

h 0 is zero when we consider only surface or only bulk atoms. All constant terms can be

conveniently removed from the free energy calculations. viii. are the cluster energies that

determine the phase diagrams. Because the excess energies are calculated with reference to

random alloy, just from the sign of vijk. for various cluster energies, one can immediately

write-down the phase at T=O K (Turchi et al., 1987). A minus sign for unlike-atom pair

energies imply ordering and a plus sign for the same pair imply segregation and so on.

However, for higher temperatures the distribution of these clusters should be considered.

The pair interaction energy, for example, between Ga and Al at sites n and m respectively

is,

Ga-Al = / (5)

where bCfa/Al is the change in the concentration at site n due to replacement of a CPA

atom by Ga or Al. A factor of 2 should be included in the cases where spin is not explicitly

considered. It should be noted that Eq.(4) and Eq.(5) appear much similar to previously

obtained results (Ducastle et al., 1976). However, contrary to intuition, conventional G is

replaced by Gk and not by Ojm.

We find that that the term values and interaction matrix elements of surface atoms

are much different (as much as 2 eV in some cases) from the corresponding bulk values.

In such cases, The surface GF is obtained in two step. First by assuming bulk term

values on the surface, the difference equation method used to obtain the Gk. Then the

difference in term values are considered as local perturbation and the final GF is obtained

with Dyson's expansion. With different self energies for bulk and surface atoms, CPA

equations are solved. This self consistent procedure requires some generalization, due to

nonorthogonality, and it has been included. An important observation is that the surface

states occur in the gap when surface atoms are treated same as bulk atoms. However,

when the difference in term values are included, the surface states are pushed into the

valence bands, justifying the use of LDA studies of surface related phenomena. Incorrect

conduction bands do not affect the total energy results.
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Above described procedure is used to calculate pair energies in the bulk and on (100),

(IlI1)B surfaces of Ga 0 .5AI0 .5 As. In the case bulk GaosA10 .5 As, the pair interaction

between Al-Al and Ga-Ga are attractive and that between Ga-A] are repulsive with excess

pair energy of about I meV. This tendency towards randomness had been suggested by

other calculations (Zunger) and experiments(?). Similar calculations are carried out on

(111)B surface of Gao.05A10 .5As. The excess pair energy is zero within the accuracy of
our calculations. This energy has to be less than zero (in our sign convention) to obtain

ordering. Experiments on (111)B surface of this alloy do not see ordering(Kuan, 1985).

On the (100) surface, there are two kinds of surface bonds. The surface atoms connec-
ted by a bonds are also connected by first neighbor As on the layer below. The 7r bonds

connects the atoms that are connected also by third-neighbor As atoms on the layer be-

low. The excess pair energies which are nearly zero in the bulk, reduces substantially and
become strongly attractive for unlike-pairs on the surface. The pair energy for a bonds is

-100 meV and that for r bonds -30 meV. The pair energy for the like pairs have the same
magnitude but repulsive. Such an interaction will yield to ordered growth where every

Ga(AI) will be surrounded by AI(Ga) in CuAg-I phase. The energy parameter, v is defined

as (VGaA1- (VGO..-G2VAI-Al)). Then using average value of the 7r and a bond energies and

the exact expression of 0.5 7 v/kB (kB is Boltzmann constant) for the critical temperature
for order-disorder transition on a square lattice (Onsagar, 1944), we get a value of 860 K.

This is in excellent agreement with experiment where CuAg-I ordering is observed during

the growth on (100) direction at 600 K (Kuan et al., 1985). In the same experiment, no
ordering was observed on growing (I 1])As surface, also consistent with our calculations.

The cause for attractive interaction between unlike pairs is not transparent from these

calculations as the surface states are dispersed well in the valence bands. However, with a

fitted second-neighbor TB Hamiltonian, one can see that Al dangling states are lower in

energy than Ga dangling states. Thus by charge transfer from Ga to 'near-neighbor' Al,

surface can lower energy, leading to preference for Ga-Al pairs over other pairs. However,

the energy gained should be larger than Coulomb energy associated with charge transfer.

For pairs beyond near-neighbor sites, Coulomb energy will be larger as the charge transfers
over larger distance. In addition, in the absence of Al, Ga-vacancy pairs cause lower energy

as the charge transfer occur between Ga and much deeper As dangling bonds. As AlAs

bonds are slightly stronger than GaAs bonds (cohesive energy -1.84 ev vs -1.64 ev), filling

those vacancies with Al, rather than Ga, will lower energy. Such advantages are not

available for the growth in (111)B direction, as the surface will always be As terminated.

Our quantitative evaluation of excess energies and critical temperature are consistent with

238



these plausible physical mechanisms and explain the observed ordering.

In conclusion, we carried out first-principles studies of cluster energies in bulk and
on surface:. The calculated pair energies on (100) GaAs surfaco', indicate a strongly

attractive interaction for Ga-Al pairs and repulsive interaction for Ga-Ga or A!-AI pairs.

The magnitude and sign of these interactions yield a critical temperature of 860 K and in
excellent agreement with experiments. The charge transfer between the neighboring pairs

are believed to cause attractie interaction for unlike atoms leading to ordering.

This work was supported by ONR contract N00014-89-K132 and by NASA contract
NASI-18226-11. A part of the work was done while SK was at Max Planck Institut
fur festk6rperforschung, Stuttgart. He thanks Prof. M. Cardona for his hospitality and

Alexander von Humboldt foundation, Bonn, Germany for the fellowship.
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Comparison of InlxTIxSb and Hgl-.CdxTe as Long
Wavelength Infrared Materials
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Physics Department, Auburn University, AL 36849
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Cohesive energies, elastic constants, band structures, and phase diagram are
calculated to evaluate the In,_ TISb alloy (ITA as a long-wavelength infrared
(LWIR) material compared to Hg,-,Cd.Te (MCT). To obtain a 0.1 eV gap at zero
temperature, the x value for ITA is estimated to be x = 0.083 as compared to
x = 0.222 for MCT. At this gap, ITA is more robust than MCT because the cohesive
energies order as InSb>TlSb>CdTe>HgTe, and ITA has the stronger bonding
InSb as the majority component. Although TlSb is found to favor the CsCI
structure, ITA is a stable alloy in the zincblende structure for low x values.
However, our phase diagram indicates that it is difficult to grow the 0.1 eV gap
ITA from the melt, because above the eutectic the liquidus curve is flat, and the
solidus drops rapidly. Moreover, the width of the stable concentration range of
the zincblende solid phase shrinks at low temperatures due to the presence of the
CsCI structure.

Key words: Elastic constants, InTlSb, HgCdTe, long-wavelength infrared
materials, phase diagram

material. The phase diagram of ITA is nore compli-INTRODUCTION cated than MCT, because of the presence of a stable

As growth technology continues to progress, re- CsCl structure in TlSb. Our phase diagram indicates
searchers are always in pursuit of better semicon- that it is difficult to grow ITA from the melt. However,
ductors. In the area of long-wavelength infrared the zincblende solid solution of ITA is stable at low
(LWIR) semiconductors, efforts have been directed thallium compositions, which may permit the growth
into three fronts: refinement of the Hg ,,Cd.Te (MCT) of ITA at the desired concentration using epitaxial
technology, search for alternative semiconductors, growth methods. These studies show that ITA is a
and use of superlattices and quantum-well struc- potential but challenging IR material deserving more
tures.' Among alternative LWIR semiconductors, attention.
obvious III-V candidates are alloys of InSb with TISb LATTICE CONSTANT, COHESIVE ENERGY,
or InBi. An energy-assisted epitaxial growth tech- ATI ELASTIC ITY
nique2 has been used to obtain the InSb 1_ Bi, alloy AND ELASTICITY
with a gap in the LWIR range (8 to 12 p), but that Table I shows the cohesive energies, atomic vol-
method has never evolved into a practical device umes, and some elastic constants of CdTe, HgTe,
technology. Thus it is interesting to examine the InSb, and TISb calculated3 from the full-potential
prospects of the In,_ T],Sb (ITA) alloy, linear muffin-tin orbital method4 (FP-LMTO, within

We have calculated3 the structural properties, band the local density approximation (LDA). The calcu-
structures, and phase diagram to evaluate ITA as an lated atomic volumes and elastic constants are in
infrared (IR) material as compared to MCT. At the good agreement with available experimental values.
same gap for LWIR application, the band structure of The calculated cohesive energies are consistently
ITA is similar to that of MCT, but ITA is a more robust larger than the experimental values by about 0.9 eV,

which is typical in LDA owing mainly to errors in the
(Received October 12, 1992; revised January 13, 1993) free atom. However, the relative cohesive energies
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Table 1. Calculated vs Experimental Values of Atomic Volume IV) , Cohesive Energy (E), Shear
Modulus (e,,-c 12 ), and Bulk Modulus (B)

CdTe HgTe lnSb TISb
ZB" Expt ZB* Expt ZB Expt CsCr ZB CsCl'

33.4 34.2 34.2 33.4 34.1 33.8 25.6 364 271
E (eV'pr. ofatoms) 5.28 4.40 4.24 3.24 6.46 5.60 6.08 5.70 5,79
c,:-c,. 101 erg'cmli 0.20 0.17 0.19 0.18 0.31 0.31 - 0.17 -

B ,101: erg/cm'i 0.44 0.42 044 0.47 0.45 0.48 0.72 0.38 0.49

".zmncblende structure
±C';Cl structure

Table 1I. Direct Band Gaps (in eV) of Several Semiconductors Calculated in the Local Density

Approximation (LDA) and Comparison with Experimental Gaps (Expt)

CdTe GaAs lnP InAs InSb HgTe TISb

LDA 0.54 0.44 0.47 -0.39 -0.46 -0.95 -2.20
LDA-SO 0.23 0.32 0.42 -0.53 -0.73 -1.28 (-2.50
Expt 1.60 1.52 1.42 0.42 0.26 -0.31 (-1.52)
Underest. 1.37 1.20 1.00 0.95 0.99 0.97 (0.98)

Note: Systematic LDA errors are used to deduce the bandgap for TISb. The numbers inside the parentheses are the estimated values

6 ponent in ITA for LWIR applications. These results
4combined imply that ITA is more robust structurally

2 - than MCT as a LWIR material.

-.. 0 BAND STRUCTURE
-2

c. -4 Although LDA is known to produce band gaps for
z -6 semiconductors that are too small, the gap for TISb

-8 InSb can be deduced by exploiting the systematic nature of
-TISb LDA errors as shown in Table II. The first row shows

-1 the band gaps calculated from LDA for several direct-
-12 gap semiconductors. These values do not include the
-14L r X L r c spin-orbit coupling. The second row shows the LDA

values with the spin-orbit (SO) correction added. The
6 third row lists the available experimental values. The
4 fourth row lists the underestimated values, ranging
2 from 0.95 to 1.37 eV, in LDA. CdTe, and to a certain
0 extent GaAs, has a larger underestimate owing to its

-2 smaller dielectric constant. TISb should have a dielec-
4_ tric constant close to InSb and HgTe, so an average of

-4 the underestimates of the two, i.e. 0.98 eV, can be used
-8 for TISb to obtain an energy gap of -1.52 eV.
-8 HgTe This inversion to a negative gap can also be es-

-10 timated and understood in terms of tight-binding
-12 concepts. Firstly, due to a stronger scalar relativistic
-14 potential, the s-level of thallium is about 1.4 eV

X L deeper than that of indium, which lowers the conduc-
Fig 1. The parametrized band structures for InSb. TlSb. CdTe. and tion minimum ofTlSb. Secondly, the valence d-level of
HgTe along the A (F-L) and A (F-X) directions. thallium is higher than that of indium by about 3 eV,

and is only 10eV below the top of the valence band. In
are reliable. Our result shows that TISb slightly the crystal, the cation d-level interacts with the neigh-
favors the CsCI over the zincblende structure at zero boring p-state of antimony to push up the valence
temperature. In the zincblende structure, the cohe- band maximum (VBM). This p-d repulsion raises the
sive energy magnitudes order as InSb> TISb > CdTe VBM in TlSb by 0.3 eV higher than that in InSb.
> HgTe. Although TISb has a weaker shear modulus Starting with a 0.25 eV gap for InSb, we subtract from
than either HgTe or CdTe, InSb is stronger than both. this value the 0.3 eV from the p-d interaction, the 1.4
As will be shown latter, InSb is the majority com- eVofthes-shift. and 0.05 eV due to a larger spin-orbit
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4I

coupling to arrive at agapof-1 5eV forTISb This p- 32 rneV per two atoms for the zincblende structur-
d interaction plus the spin-orbit coupling also pro- and W, = -4 men' fbr the Cs(Cl structure These two
duces a 0.35 eV valence band offset between TlSb and free energy f'unctions produce a large miscibility gap
InSb. The same mechanism is also responsible for the separating the zincblende iZB alloy from the neariN
band inversion and valence band offset between HgTe pure TISb crv-4tal in the CsCI structure as shown in
and CdTe. Fig. 4. Also shown are the solidus-liquidus curves

To obtain more details. we have used a hybrid calculated from the regular solution model. In addi-
psudopotential tight- binding method- to parametrize tion to the above data for the solid solution, the
the band structures for the hosts and calculate the following data were adopted for the liquid phase,
band structures for the alloys. The band structures mixing enthalpy 0 = -1000 caLmole, melting tern-
for the four hosts along A (F-L and A (F -X' directions peratures of 808 and 558K, and enthalpies of melting
are plotted in Fig. 1. The gaps for these band struc- of 11878 and 8629 ca[mole respectively for InSb and
tures are 0.25, -1.56, 1.60, and -0.31 eV, respectively, TISb. The QŽ value is taken to be the value previously
for InSb. TISb, CdTe, and HgTe. Based on a scaled- used for MCT." and the other values for the Z1 TISb
virtual crystal approximation (SVCA),5 the calcu- are extrapolated from those of lnSb-' assuming they
lated band gaps for both MCT and ITA at zero tern- scale as Q(TISb)/QdInSb) = Q(HgTeW/Q(CdTe). Our
perature are plotted in Fig. 2 as a function of the alloy phase diagram shows that it is very difficult to grow
concentration x. The predicted x values for the 0.1 eV the 0.1 eV (x = 0.083) ITA from the melt, because
gap at zero temperature are x = 0.083 for ITA and, in above the eutectic the liquidus curve is rather fla:,
close agreement with experiment, x = 0.222 for MCT. and the solidus drops rapidly. Moreover, the width of
The band structures in the vicinity of the band gap for the stable concentration range of the zincblende solid
ITA and MCT at the 0.1 eV gap are compared in Fig.
3. We can see these two alloys have very similar band
structures at the band gap. This result implies that In TI Sb Hg 1 xCdxTe
ITA has electrical and optical properties similar to 3 1-x X x=0.222
MCT for LWIR applications. 2 x=0.083

PHASE DIAGRAM 5

The phase diagram of Hg, Cd.Te is very simple;6  -

one in which the liquidus-solidus curves have a simple 0 o
lens shape and the zincblende solid solution is corn- z
pletely miscible except at very low temperatures. The 1
presence of a stable CsCl solid phase in TISb consid- 2
erably complicates the phase diagram of In1 ,,TISb.
Because of the small lattice mismatch between InSb -3 J--
and TISb, the free energies of the solid solutions in F x L r x
both zincblende and CsCI structures can be approxi- Fig. 3. Comparison of band structures around the band gap for

mated by a regular solution model given by F(x) = In_,TI.Sb and Hg,_.Cd.Te at the 0.1 eV gap.

Elx)+kTlxlnx +(1-x)ln(1-xf], and the internal en- 900
ergy can be written as E~x) = dI-x)E(0}+xE(1)+x(1-
x)Q. The end point energies are given in Table I. The
mixing enthalpies Q are calculated within LDA using
quasi-random structures" and the results' give z = 800

2.0 - - -- --

1.5 C inl-xrlxSb 700

1.0 Z8
C-sCI-

< 0.0

z -0.5 ZB+CsC

" 10 500-1 .0

-1.5

-2.0 - - ------ 400
0.0 0.5 1.0 0.0 0.5 1.0

HgTe x CdT. InSb x TISb 0.0 0.5 1.0

Fig. 2. Calculated band gaps as a function of alloy concentration x for InSb X TISb
Hg,_,Cd.Te and In,_ TISb at zero temperature. Fig. 4. Phase diagram of In, TlSb alloy.
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In, -. ,TlSb is proposed as promising infrared material. A number of optical and structural
properties are studied within local density-functional theory. The alloy at x = 0.09 is estimated
to have a gap of 0.1 eV. Although TISb is found to favor the CsCI structure, the zinc blende alloy
is stable for low x values. A phase diagram is calculated to estimate the regions of stable phases
and explore the conditions for growing narrow-gap In, _,Tl,,Sb alloys.

The alloy Hgl- CdTe with x=0.22 is currently the to the ZB. Under what thermodynamic conditions can
most widely used material for long-wave infrared (LWIR, In I..Tl1 Sb be grown in a ZB structure?
8-12 jam) focal-plane arrays (FPA). However, For the calculations presented here, except where oth-
Hg1 -. ,Cd.,Te is a weakly bound II-V compound with ma- erwise stated, an all-electron, soft core, full-potential
terials growth and processing problems' dominated by na- method of linear muffin tin orbitals (LMTO) was em-
tive defects that limit FPA performance and yield. A stur- ployed.8 A basis of 22 orbitals/atom was used, including
dier alternative to HgI -..Cd1Te offering a comparable IR three s, three sets of p, and two sets of d states. This was
response would significantly benefit FPA costs and perfor- sufficient to converge the total energy to an absolute pre-
mance. Here we argue that the III-V alloy In1 _ ,TlSb cision of about 1 mRy/atom. In all cases, enough k-points
holds much promise as a suitable, sturdier alternative to were used to converge the mesh to an absolute precision of
Hgl -Cd 1,Te. better than 0.1 mRy; this required between 30 and 128

InSb, a III-V zinc blende (ZB) semiconductor with a points, depending on the crystal structure. Thus, the re-

band gap of 0.18 eV at room temperature, responds to the suits presented here should be very close to exact solutions

midwave (3-5 pm) infrared band and is usually preferred2  of the local density approximation (LDA).
to Hg0 69Cdo 31Te with a comparable band gap, because Table I shows some calculated properties of CdTe,

InSb is the more strongly bound. However, the band gap of HgTe, InSb, and TlSb. Experimental data tabulated with

InSb is too wide for LWIR applications. Two alternatives the first three give the reader a sense of the errors to be

are currently under study to produce III-V based materials expected from these calculations. As is typical in the LDA,

capable of LWIR response: strained layer superlattices3  the atomic volume is predicted to within about 2%; the
c cohesive energy is overestimated by about 0.9 eV (owing

and multiple quantum well structures. These materials mainly to errors in the free atom; gradient corrections to
must be prepared either by metalorganic vapor deposition the LDA largely eliminate this error); and the band gap is
(MOCVD) or by molecular beam epitaxy (MBE). Both underestimated by approximately 0.7 eV, the underesti-
methods are expensive and while advances have been dem- mate larger for CdTe owing to its smaller dielectric con-
onstrated, it is not clear that the individual device perfor- stant. Exploiting the systematic trends in errors for the
mance, uniformity over an array, and material stability will band gap and cohesive energy, column "Adj- adjusts those
better those of Hgl_.CdTe. calculated values for TISb, were it to assume a ZB lattice.

InSb has the narrowest band gap of the ZB semicon- Table I illustrates several points of interest. TISb is
ductors. Alloying the Sb with Bi,5 or alloying the In with lattice-matched to InSb to within 2%: it has a compara-
TI can potentially na-row the band gap. In its ground state, tively strong bond, considerably stronger than in HgTe. Its
InBi is a tetragona! ;iructure, which limits concentrations shear modulus C1I-c, 2 is rather small for a III-V material,
over which the equilibrium alloy is miscible. 6 Concentra- possibly indicative of its preference for the CsCI structure
tions high enough to narrow the gap into the LWIR range (see below). Probably the most important point concerns
have been prepared, but only using a difficult Ar energy- the band gaps. The difference Eg(CdTe) -Eg(HgTe) = 1.9
assisted epitaxial growth technique7 that never evolved into eV, is comparable to Eg(InSb) -Eg(T1Sb) = 1.8 eV. As-
a practical method for a LWIR material. suming a linear dependence on the gap, Hg1 _.,CdTe has a

Very little work has been reported on the In, -1T•1Sb 100 meV gap at x=0.22, while for In,-_TlSb the gap
alloy. This letter is devoted to calculation of the materials reaches 100 meV at x=0.09 at 0 K. (At 300 K InSb has a
properties of In, _.TlISb within the framework of density- gap of 0.18 eV and it reaches 100 meV at x=0.05.) Thus
functional theory. Questions about the properties of the predominant cation in Hgl_, Cd1 Te is the heavier,
In, _-.TlSb center around two'key issues. First, stipulating weakening Hg, while in In,-._1_TlSb it is the lighter and
that the alloy assumes a ZB lattice with either TI or In strengthening In. The cohesive strength of In, -_•Tl.Sb will
occupying the cation sites, how do the structural and op- be about 50% greater than Hg, -. ,CdxTe; as a consequence,
tical properties compare with Hg, _,Cd1 Te? Second, our we expect it to be far more stable and freer of defects.
calculations show that TlSb slightly prefers the CsCI lattice Because the material is more robust, processing should be

1857 Appl. Phys. Lett. 62 (16), 19 Apnil 1993 0003-6951193/161857-03$06.00 C 1993 American Institute of Physics 1857
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TABLE I. Calculated and expenimental optical and structural properties for CdTe, HgTe, lnSb. and TRSb mi a .. lattice a 0 K. Atomic voume ( is
in V, cohesive energy per cation E and band gap E, are in eV; c, I-cl and bulk modulus are 10"2 erg/cm3 . Calculated values for lnSb in the CsCI
and TlSb in both ZB and CsCl lattices are shown. Column Adj adjusts the calculated values o TISb in the ZB structure for erron an the LDA

CdTe HgTe lnSb TISb

ZB Calc Expt Calc Expt Calc Expt CsCl ZB Adj CsCJ

fl 33.4 34.2 34.2 33.4 34.1 33.8 25.6 36.4 27. I
E 5.28 4.40 4.24 3.24 6,458 5.60 6.078 5.704 4.8 5.792
c1 -C12 0.20 0.17 0.19 0.18 0.31 0.31 0.17
B 0.44 0.42 0.44 0,47 0.45 0-48 0.72 0.38 0.49
E, 0.54 1.60 -0.95 -0.30 -0.46 0.26 -2.20 - 1.5

much simpler. For example, we anticipate no significant found to be identical to within I meV/cation. In the ideal
problem of TI loss in an annealing step. lattice these structures are found to be 12 meV less stable

The valence band offset is one other point of interest than the VCA average; on allowing the lattice to relax in
concerning optical properties of In 1 _,-Tl1Sb. A simple es- the CuAu and the 4-cation quasirandom structure, this
timate can be made in the context of the atomic spheres difference dropped to 8 meV/cation. The smallness in de-
approximation (ASA). Because the ASA aligns the bands viation from the VCA average and the independence of the
with respect to a common reference potential (the Made- energy on crystal structure suggests that the effective alloy
lung potential), it forms a good trial potential for an inter- Hamiltonian is weak and well approximated by a simple
face between similar materials, and the dipole with respect Ising model. The internal energy of a random alloy then
to this potential is generally small. If the dipole is zero, the assumes a form
band offset of two materials is the difference in the valence
band edges, calculated from separate bulk calculations. At E(x) = (I -x) E(x-O) +x E(x= I) +flx( I -x)
the lattice parameter of InSb, the band offset of TISb/InSb (I)
was calculated to be 0.35 eV. As a comparison, the band with 1l=flz=32 meV.
offset of HgTe/CdTe comes out to 0.30 eV in the ASA. In We now turn to the second set of issues, namely the
both cases, the origin of the band offset arises from cou- miscibility of TI in In_,-Tl1Sb in the ZB structure. This
pling of the deep d states to the anion p orbitals at r. The miscibility is limited in InSb by the apparent fact that TISb
heavier cation is shallower: it couples more strongly and prefers the CsCI lattice to the ZB. Table I shows that, while
exerts a stronger repulsion on the valence band maximum. InSb favors the ZB lattice by 380 meV/cation, TlSb favors

Next we turn to an examination of the In_, ,Tl1Sb ZB the CsCI lattice by 88 meV/cation. To examine this in
alloy. Gea'erally speaking, ZB alloys A1 ABC have a dis-
position to spinoidal decomposition into the bulk constit-
uents (AC) I-.+ (BC)Q . But when the AC and BC lattices
match well as in HgCdTe and AlGaAs, strain energy from 1M() Liquid CsCI
accommodating bond-length mismatch is absent and the
energy cost in forming the alloy is quite small. Indeed we 8M --------- - -
find that to be the case in In1I -_xTlxSb. ZB+Liq

To show this for the Ino.5T1o.5Sb alloy, three structures -- - - -

were considered: the "CuAu" structure, 9 and two quasi- ZB

random structures proposed by Zunger and co-workers ZB+CSCI
which simulate a random alloy (see Table II and Ref. 9).
In the ideal lattice, the energies of the three structures are 4(X)

201)
TABLE 1. Structural properties of three ordered alloys of Ino TlO Sb. 0I 01.2 0.4 (I, 0.8 1
The QR-4 and QR-8 structures are 4- and 8-cation superlattices taken InSh x TISb
from Zunger and co-workers.' Short-range correlation functions of QR-4
and QR-8 mimic those of the random alloy, and are named "quasiran- FIG. 1. Phase diagram of lnTISb along the In I _,TISb line. The shaded
dom" structures. VCA is the virtual crystal average of this table. The region is the desired solid solution of In, _,TISb in the ZB structure. The
energy of each structure was minimized with respect to the cell volume. F solid (changing into dotted) lines demarcate the separation of the ZB
is the energy of the structure on an ideal lattice; E is the energy when the solid solution of In I _TinSb on the left. a very narrow solid solution in the
lattice is allowed to relax. CsCI structure on the extreme right (see arrow), and a two-phase eutectic

of these two phases (marked "ZB+CsCI") in the center. (These lines are

VCA CuAu QR-4 QR-8 shown as dotted above the speculated melting point, as they are no longer
meaningful there.) The dashed lines are our speculated liquidus and soli-

a 6.554 6.554 6.554 6.554 dus; the eutectic point at xx=0.8, T=700 K was chosen arbitrarily. The
F 6.082 6.070 6.070 6.070 region marked "ZB + Liq" is a two phase mixture of In1 - ,TISb in the ZB
E' 6.082 6.074 6.074 phase and liquid. It is evident from this figure that, even while there exists

a stable phase of In, - nT1Sb in the ZB structure, the only accessible phase
"Reference 9. from the liquid is the eutectic ZB+CsCI.

1858 Appl. Phys. Lett., Vol. 62. No. 16, 19 April 1993 246 van Schilfgaarde, Sher, and Chern 1858



greater detail, we have calculated the total energies of some almost certainly does), it is extremely difficult to solidify a
ordered alloys of In, ,TISb in the CsCI structure in ad- crystal in the ZB lattice from the liquid phase with any
dition to those studied in the ZB structure (Table 1). As in significant amounts of TI. Indeed, this has been observed
the ZB structure, compounds studied in the CsCI structure experimentally.")0- Nevertheless, a stable phase could exist
exhibited a very small deviation in the mixing energy from according to these calculations, and using other growth
the virtual crystal average; the deviation was found to be techniques it should be possible to reach it.
slightly negative, but smaller than in the ZB structure. To summarize, our calculations show that In, -_TJ1Sb

Thus Eq. ( I ) also approximately describes the x depen- holds much promise as a viable, more robust alternative to
dence of the internal energy in the CsCI structure, with Hg,_ 1CdTe for use in long-wave infrared detectors. A
fl= Oicz -4 meV. Using th.z-se data, we have obtained number of electronic and mechanical properties were cal-
that section through the ternary phase diagram which joins culated for InSb, TISb, and In, -_T1Sb to support this
the InSb and TISb binary compositions. argument. Perhaps the most important finding is that a

To describe the miscibility of the ZB and CsCI struc- relatively small amount of TI (approximately 10%) is
tures, we approximate the free energy of each structure needed to narrow the band gap to the required size. The
with a regular solution model. The free energy of either ZB III-V In,-.,TiSb is more robust than the Il-VI
phase is then F(x)=(l-x)E(O)+xE(l)+(kx(l-x) Hgl_,,Cd.,Te not only by virtue of it being a Ill-V com-
+kT[xinx+(l -x)ln(1-x)], with 1l=flz or f1c. By pound, but also because it is composed predominantly of
constructing common tangent lines between the two free- the lighter, strengthening cation. Equally important, these
energy curves in the usual way, we obtain the solid phase calculations show that there exists a stable region in the
portion of the phase diagram that exhibits three regions. In, _.,TlSb plane of the phase diagram for which TI is
As Fig. I shows, one region is found in the ZB structure miscible in InSb in concentrations up to 15%-20%.
near the InSb composition, and a corresponding region Note in proof It has recently come to our attention"
very near to the TISb composition in the CsC] structure. A that the binary phase diagram of TISb is more complicated
two-phase eutectic occupies the central and largest part of than the early literature suggests. Nevertheless, we believe
the diagram. our central conclusion remains valid, namely that there

Also shown in dotted lines are the hypothetical solidus will be a substantial stable phase of In1 _.TlSb in the ZB
and liquidus. Explicit calculation of this portion of the structure, since that conclusion mainly derives from the
phase diagram was not attempted here, particularly since result that InSb strongly favors the ZB phase to the close-
we do not know the melting point of T1Sb. Some general packed one, while TISb only weakly favors a close-packed
observations can be made, however. InSb is known to melt phase to the ZB.
congruently at 808 K, which fixes the x=0 point of the This work was supported by ONR Contracts N00014-
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